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PACE OF CHANGE
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Performance vs. Flexibility

These are the main drivers for SDN and NFV

meaning
- more flexibility
- easler and centralized control
- generic, programmable hardware

but we don’t want to entirely sacrifice performance
In this process!

today Time

Inspired by Vinod Khosla @ ONS2014
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Assuming same use

Data Plane CHIP landscape

the usual way of thinking

How big is the difference?
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the Price of programmabillity
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» Programmability has some cost/overhead vs. performance (Mpps/\Watt)

» Statement: these costs are not huge, i.e. NPUs are close to purpose built
hardware, and CPUs are also getting closer and closer to NPUs

» Results are from measurements,
modelling and calculations
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first comparison
using the product data sheet

Chip name (nm)




[:r)rovider backbone bridging

he common use case

» Provider Backbone Bridging (PBB)
aka. “MAC in MAC” is the most
demanding Ethernet forwarding
method

—encapsulation / decapsulation, tagging,
forwarding

—good to be a common ground for
comparison

» Modelling basics:

—use case description = Assembly code -
CPU and memory demands
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» PBB processing resource requirements:
—104 clock cycles
—25 L2 operations (depends on packet size)
—1 external RAM operation

» Calculated performance
—Based on the packet size >1 Tbps
Approximately 1 Tbps with 64B packets



Proper Comparison
PBB use case results

» Results are theoretical: I/O was not considered
— programmable chips today are designed for more complex tasks with less I/O ports

Difference is 13-16 vs. 10-13 Mpps / Watt,
i.e. around 1.25x instead of 10x
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cpu and openflow for routing?

Application
Processing

Processing

Packet
Processing

Signal
Processing
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CORE (7 Atom, .,

Intel® Xeon®
Processor Intel®
C3500/C5500 Communications
Chipset Series
89xx for
Cryptography,
Compression

\IPLJ/ASIC Intel® Data Plane
JJI’J/’% Development Kit

Intel® QuickAssist
Software Library

One Instruction

Set Architecture  One Tool Suite

Source: Packet Processing on Intel® Architecture

Next
Generation

Intel® Signal
Processing
Development Kit

Multiple
Opportunities

SoftCOM 2014, Split | © Ericsson AB 2014 | 2014-09-15 | Page 10

\\

APPLICATION LAYER |

CONTROL LAYER

Network
Services
Network Services

INFRASTRUCTURE
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Source: Open Network Foundation




new modules for sdn router
BGP in ODL + High performance flow switch

» High Performance Flow Switch
(HIPFS)
— OF 1.3.1 based
— optimizations:
» DPDK
» Longest Prefix Match

» Just In Time linking of most
used OF flow actions

» BGP support in ODL

— Using existing BGP module to
receive external BGP messages

— New BGP App
> receives prefix list from BGP

) receives topology from
OpenFlow

» calculates FIB
> downloads FIB via OF 1.3

— Using existing OF 1.3 module to
communicate with switches

OPEN

Management VTN
GUI/CLI Coordinator

DAY LIGHT

LISP: Locator/|

L\

VTN: Virtual Tenant Network
DOVE: Distributed Overlay Virtual Ethernet
DDoS: Dlsmbu(ed Denlal of Service

BGP App

n P
OVSDB: Open vSwitch DataBase protocol
BGP: Border Gateway Protocol

PCEP: Path Comp

ion Element C nication Pi

OpenStack
Neutron

DDoS
Protection

OpenDaylight APIs (REST)

Base Network Service Functions

Topology Stats Switch Host
Manager Manager Manager Tracker
)

DOVE Affinity Traffic
Manager Service Redirection
Path

Service Abstraction Layer (SAL)
(Plugin Manager, Capability Abstractions, Flow Programming, Inventory, etc.)

Forwardmg VTN
Manager

OpenFlow Enabled
Devices
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Open
vSwitches

Additional Virtual &
Physical Devices

SNMP: Simple Network Management Protocol

Network Applications
Orchestrations & Services

Controller
Platform

Data Plane Elements
(Virtual Switches, Physical
Device Interfaces)
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High performance flow switch internal view

LAB SETUP
SDN CONTROLLER (ODL)
F l B o min. 16 GBRAM
A match: VLAN, IP.dst " OF-ROUTER
target = our ports &8& lookup: LPM LOAD GENERATOR et
_ entries: 410k pn 250 Hie
type = 0x0800 S

target = our ports &&
. LZRCV type = 0x0806 (ARP)

nldlbll. Vv 7

lookup: hash / JIT
entries: 11 Nexthor Groups
(193 groups)
group type = indirect
bucket Acticns:
+ set-field SMAT
+ set-field DMAC
« (set-field VLAN)
« decrease TTL
*  Output (port)
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High performance flow switch measurement

results

» Forwarding table (FIB) from a deployed

access router

— 410k prefixes, /24 prefixes dominate
— 194 nexthops
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1. 10 measurement flows with variable packet
length

2. Real-life packet trace
3.  Cache unfriendly, worst-case packet trace

Packet size

64

0
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128 82 100
256 44 100
512 23 100
Real Trace 29 100

m Prefixes per range

Worst Case Trace




cpu and openflow for routing!
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» With Intel x86 we could reach ~100 Mpps and 100 Gbps
— Use cases: DC Gateway (all cores), hypervisor virtual switch (1-2 cores) € easily scalable

— Still around 12W / 10G port, but decreasing
— Proved that the CPU (x86) curve is quite flat
routing and switching does not make a big difference

» CPUs are getting closer to NPUs
— Big drive for power efficiency
— More cores - better pps/W ratio

— Characteristics are getting more and more
similar for the two blue curves

» Intel x86 seems to be suitable solution
for the switch instance in the UNIFY Universal Node
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UNIFY Universal Node

bridging the gap between compute and networking
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» The Universal Node can host VNF Spec & Images =
yNFs as full V_Ms, lightweight __ —
isolated containers or Jaseen eragement
enhanced logical switch

VN

instances sz e::::ayer '/ YETowT: sosmevs— / Universal Node
Adaptation Functions /‘ - VNF Execution Environment
. (KVM, Xen, LXC, Dockers...)
> VNFs of the incoming NF-FG iz /) o
are logically mapped to the K e
internal network and to traffic = /
steering between the VNFs 4
» Different optimization P S g I'l G| | e Bsadl B
techniques (e.g. DPDK on \= Base LS)
x86) are used to achieve high % = | L
performance in the UN Virtual 53 = S el
SWItChlng Engine as well as N Node . .. . N Data.Center. ... ~
optionally in the various VNFs. Physical networking, virtual networking (vSwitch)

and VNF (compute/storage) are in the same node
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