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Abstract—This paper introduces a fast and configurable 
method for solving resource-constrained multi-project scheduling 
problems, using a multi-aspect decision-making procedure that 
combines a schedule generation scheme with various task-selection 
values and priorities. The goal of fast scheduling generation is to 
support reactive scheduling environments. During calculation 
each decision aspect is computed to produce numerical values, 
reflecting the importance of each aspect for candidate selection. 
These priorities can be tailored to specific optimization objectives. 
The priorities can be customized according to the objective of the 
optimization problem. The method was tested on the PSPLIB 
RCPSP J30 benchmark series to minimize project completion time 
using eight decision aspects. The average relative deviation from 
lower bounds was used to evaluate the impact of different decision 
aspect priorities. Although the focus was not on determining 
optimal priority values, the study explores the effectiveness of 
using multiple priority rules simultaneously in a configurable way 
in reactive scheduling environment. Performance tests confirm 
that the proposed method is flexible, robust, fast, and effective in 
solving the examined problem type.

Index Terms—Scheduling, Reactive Control, Priority Rule, 
Multi-Aspect Decision Making, Project Management

ISSN 2061-2079 1 

  
Abstract— This paper introduces a fast and configurable 

method for solving resource-constrained multi-project scheduling 
problems, using a multi-aspect decision-making procedure that 
combines a schedule generation scheme with various task-selection 
values and priorities. The goal of fast scheduling generation is to 
support reactive scheduling environments. During calculation 
each decision aspect is computed to produce numerical values, 
reflecting the importance of each aspect for candidate selection. 
These priorities can be tailored to specific optimization objectives. 
The priorities can be customized according to the objective of the 
optimization problem. The method was tested on the PSPLIB 
RCPSP J30 benchmark series to minimize project completion time 
using eight decision aspects. The average relative deviation from 
lower bounds was used to evaluate the impact of different decision 
aspect priorities. Although the focus was not on determining 
optimal priority values, the study explores the effectiveness of 
using multiple priority rules simultaneously in a configurable way 
in reactive scheduling environment. Performance tests confirm 
that the proposed method is flexible, robust, fast, and effective in 
solving the examined problem type. 
 

Index Terms — Scheduling, Reactive Control, Priority Rule, 
Multi-Aspect Decision Making, Project Management 
 

I. INTRODUCTION 
NE of the core challenges in project management is 
creating an effective schedule that ensures the timely and 

efficient completion of projects. The Resource-Constrained 
Project Scheduling Problem (RCPSP) is a fundamental issue 
that impacts various industries, including manufacturing, 
software development, construction, logistics, and research and 
development. The primary goal of RCPSP is to allocate limited 
resources over time to a set of interdependent activities or tasks, 
optimizing performance indicators such as minimizing project 
duration, reducing lateness, minimizing costs, or maximizing 
resource utilization. 

Our research focuses on the efficient solution of reactive 
scheduling and control problems in dynamically changing 
execution environments with numerous tasks. This paper 
presents a method suitable for reactive scheduling that 
simultaneously considers multiple decision aspects without 
iterative attempts. 
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In this paper, we first provide a literature review in Chapter 
II of the Resource-Constrained Project Scheduling Problem 
(RCPSP). Chapter III presents the base problem extension to 
multi-project scheduling. Chapter IV discusses generation 
schemes and their applicability as simulation module for 
reactive scheduling. Chapter V introduces a multi-aspect 
qualification method as an enhancement option to the 
generation schemes. Chapter VI presents the experimental 
results by implementing the method on the PSPLIB benchmark 
set. Chapter VII concludes with a summary of the results. 

II. LITERATURE REVIEW 
The definition of the RCPSP problem was introduced in 1969 

[1] and was mathematically proven by Blazewicz et al. to be 
strongly NP-hard [2]. Several survey papers on RCPSP have 
been published [3]-[5]. Although the original RCPSP model is 
well-known and sufficient for many cases, practical 
applications require further extensions. An updated overview 
of these extensions is provided by Hartmann and Briskorn [6], 
who categorize model variants based on generalization of 
activities, alternative precedence constraints, network 
characteristics, and consideration of multiple projects. 

One common approach to solving RCPSP involves using 
task selection priority rules with schedule generation schemes 
(SGS). These priority rules determine the task scheduling 
sequence, impacting the overall schedule efficiency. Priority 
rules are heuristic methods that order tasks based on specific 
criteria. Early examples include the earliest start time (EST), 
earliest finish time (EFT) [7], minimum slack time (MST) [8], 
and shortest processing time (SPT) [9]. Recent research 
explores the use of genetic-like evolution of task priority rules 
[10] and the automatic detection of the best applicable rules for 
RCPSP problems [11]. 

The literature presents approaches for handling multiple 
objective functions simultaneously [12]. Problems with more 
than three objectives are referred to as many-objective 
optimization problems [13], presenting new challenges, such 
as comparing candidate solutions using suitable performance 
metrics [14]. To address these challenges, researchers develop 
various methods based on existing approaches [15], advanced 
methods [16] and hybrid approaches [17]. 
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III. MULTI-PROJECT SCHEDULING

The resource-constrained multi-project scheduling problem 
involves a set of activities to be executed on a set of resources, 
collectively forming projects. Each project is represented by an 
acyclic directed graph following an activity-on-node model. 
Nodes represent activities, which must be executed without 
interruption. Precedence relations, shown as arcs between 
nodes, indicate that a successor activity cannot start until all 
predecessors are completed.

The time horizon is divided into elementary time units (e.g., 
seconds, days, months), chosen based on the project-execution 
environment. Each activity's processing time is given as 
multiples of these units. Some activities may belong to 
multiple projects, creating interdependencies. Projects may 
have unique release times and due dates, and activities cannot
start before their release times. Projects may differ in priority 
and have various scheduling goals modeled as objective 
functions, which project management uses for concurrent 
scheduling.

The execution system has a set of renewable resource types 
available for project activities. Each resource type has a time-
dependent capacity constraint that specifies the available 
quantity in each time unit. These resources are not consumed 
but used by activities, then released upon completion, making 
them available again.

Each activity has specific resource requirements defining the 
type, quantity, and processing time needed. An activity can 
start only if the required resources are available for the 
necessary duration. Resource use begins simultaneously but 
may end at different times. Activities are non-interruptible, as 
pre-emption is not allowed. Each project includes virtual start 
and end activities, which require no resources and have zero 
processing time.

The investigated scheduling problems may involve multiple 
objectives with varying values, optimization directions, and 
importance levels. The objective functions can differ. To solve 
this extended problem type, a detailed schedule must be 
created specifying the exact start time for each activity. Our 
goal is to rapidly generate a feasible, near-optimal schedule 
that considers the objectives and meets all constraints. 

This extended scheduling problem is referred to as ESP in 
this paper. In describing ESP, we draw on classical project 
scheduling concepts to establish its relationship to known 
models and highlight its unique features. 

ESP includes RCPSP as a special case, making it also NP-
hard. Additionally, ESP encompasses other classical 
scheduling problems like Single Machine Scheduling, Flow 
Shop Scheduling, and Job Shop Scheduling. While the 
literature often uses "operation" instead of "activity" in 
machine scheduling, and "job" to denote a set of operations, 
we use "task" to denote the elementary process and "project" 
to refer to a set of related tasks. This paper avoids the 
ambiguous term "job".

Our research objective was to develop a solution approach 
for making real-time decisions for ESP, especially in 
environments burdened with uncertainty and frequent 

adjustments and rapid scheduling decisions, such as in cyber-
physical production systems or agent-based logistical systems. 
Considering these factors, we chose the reactive scheduling 
strategy as our fundamental approach.

IV. GENERATION SCHEME AS A SUITABLE BASE FOR REACTIVE 
SCHEDULING

The Schedule Generation Scheme (SGS) is a well-known 
type of predefined, rule-based, constructive methods. Starting 
with an empty schedule, SGS iteratively adds one unscheduled 
task to the partial schedule until all tasks are scheduled. Table 
I presents the applied notations of variables used in the 
algorithm.

TABLE I
NOTATION FOR GENERATION SCHEME

Notation Description

T Set of tasks to be scheduled
m Iteration of the generation scheme
TGENm 𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑚𝑚 ⊆ 𝑻𝑻; the already scheduled tasks in iteration m
Dm 𝑫𝑫𝑚𝑚  ⊆ 𝑻𝑻; the decision set of tasks in iteration m
SGENm 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚 =  (𝑆𝑆1, 𝑆𝑆2, … , 𝑆𝑆𝑗𝑗, … , 𝑆𝑆𝑁𝑁𝑁𝑁), the starting time vector of 

already scheduled tasks in iteration m
CGENm 𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚 =  (𝐶𝐶1, 𝐶𝐶2, … , 𝐶𝐶𝑗𝑗, … , 𝐶𝐶𝑁𝑁𝑁𝑁), the completion time vector 

of already scheduled tasks in iteration m

Algorithm 1. presents the pseudo code of generation schemes 
in general.

Algorithm 1: Generation Scheme Algorithm (SGS)

Input: ESP problem definition, task selection rules and priority values
Output: Feasible schedule 
Begin
2.1 Create an empty schedule ;
2.2 m = 0; 𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻0 =  ∅,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆0 = (0,0, … ,0); 𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆0 = (0,0, … ,0);
2.3 while (𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑚𝑚 <> 𝑻𝑻)
2.4 m =  m + 1;
2.5 Calculate Dm

2.6 Select one task from Dm

2.7 𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑚𝑚 =  𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑚𝑚 ∩ {𝑡𝑡𝑚𝑚}
2.8 Calculate 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚, 𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚
2.9 end while
2.10 Return schedule 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚
End

The calculation of Dm depends on the generation scheme 
variant. This paper uses the serial generation scheme variant,
where a task is included in the Dm decision set in the m.-th
iteration if and only if the task has not been scheduled and all
its predecessor tasks have been scheduled.

𝑫𝑫𝒎𝒎 = ({ 𝑡𝑡𝑗𝑗 }|𝑡𝑡𝑗𝑗  ∉ 𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝒎𝒎  ∧  ∀𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝 ∈ 𝑷𝑷𝑷𝑷𝑻𝑻𝒋𝒋  ∧ 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝  ∈ 𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝒎𝒎  ) (1)

V. A MULTI-ASPECT QUALIFICATION METHOD TO SELECT THE 
MOST APPROPRIATE TASK FROM THE DECISION SET

In our reactive scheduling model, multiple task-selection 
decision aspects (TSDA) can be used simultaneously. We 
assume the set of applicable TSDAs is not limited and can 
encompass various items with different priorities and 
optimization directions. Optimization direction indicates 

unexpected events. Such environments require continuous 
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environments burdened with uncertainty and frequent 

adjustments and rapid scheduling decisions, such as in cyber-
physical production systems or agent-based logistical systems. 
Considering these factors, we chose the reactive scheduling 
strategy as our fundamental approach.

IV. GENERATION SCHEME AS A SUITABLE BASE FOR REACTIVE 
SCHEDULING

The Schedule Generation Scheme (SGS) is a well-known 
type of predefined, rule-based, constructive methods. Starting 
with an empty schedule, SGS iteratively adds one unscheduled 
task to the partial schedule until all tasks are scheduled. Table 
I presents the applied notations of variables used in the 
algorithm.

TABLE I
NOTATION FOR GENERATION SCHEME

Notation Description

T Set of tasks to be scheduled
m Iteration of the generation scheme
TGENm 𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑚𝑚 ⊆ 𝑻𝑻; the already scheduled tasks in iteration m
Dm 𝑫𝑫𝑚𝑚  ⊆ 𝑻𝑻; the decision set of tasks in iteration m
SGENm 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚 =  (𝑆𝑆1, 𝑆𝑆2, … , 𝑆𝑆𝑗𝑗, … , 𝑆𝑆𝑁𝑁𝑁𝑁), the starting time vector of 

already scheduled tasks in iteration m
CGENm 𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚 =  (𝐶𝐶1, 𝐶𝐶2, … , 𝐶𝐶𝑗𝑗, … , 𝐶𝐶𝑁𝑁𝑁𝑁), the completion time vector 

of already scheduled tasks in iteration m

Algorithm 1. presents the pseudo code of generation schemes 
in general.

Algorithm 1: Generation Scheme Algorithm (SGS)

Input: ESP problem definition, task selection rules and priority values
Output: Feasible schedule 
Begin
2.1 Create an empty schedule ;
2.2 m = 0; 𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻0 =  ∅,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆0 = (0,0, … ,0); 𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆0 = (0,0, … ,0);
2.3 while (𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑚𝑚 <> 𝑻𝑻)
2.4 m =  m + 1;
2.5 Calculate Dm

2.6 Select one task from Dm

2.7 𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑚𝑚 =  𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑚𝑚 ∩ {𝑡𝑡𝑚𝑚}
2.8 Calculate 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚, 𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚
2.9 end while
2.10 Return schedule 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚
End

The calculation of Dm depends on the generation scheme 
variant. This paper uses the serial generation scheme variant,
where a task is included in the Dm decision set in the m.-th
iteration if and only if the task has not been scheduled and all
its predecessor tasks have been scheduled.

𝑫𝑫𝒎𝒎 = ({ 𝑡𝑡𝑗𝑗 }|𝑡𝑡𝑗𝑗  ∉ 𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝒎𝒎  ∧  ∀𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝 ∈ 𝑷𝑷𝑷𝑷𝑻𝑻𝒋𝒋  ∧ 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝  ∈ 𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝒎𝒎  ) (1)

V. A MULTI-ASPECT QUALIFICATION METHOD TO SELECT THE 
MOST APPROPRIATE TASK FROM THE DECISION SET

In our reactive scheduling model, multiple task-selection 
decision aspects (TSDA) can be used simultaneously. We 
assume the set of applicable TSDAs is not limited and can 
encompass various items with different priorities and 
optimization directions. Optimization direction indicates 

unexpected events. Such environments require continuous 
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system of applied TSDAs is given, and the actual value of each 
TSDA can be calculated.

Let sx and sy be two candidate tasks to be selected for adding 
to the partial schedule at iteration m. The calculated values of 
TSDAs are represented by a given vector containing K real 
numbers. The notations are given in Table II.

TABLE II
NOTATION FOR RELATIVE QUALIFICATION

Notation Description

u 𝑢𝑢 = (𝑢𝑢1, 𝑢𝑢2, … , 𝑢𝑢𝑘𝑘, … , 𝑢𝑢𝐾𝐾), 𝑢𝑢𝑘𝑘  ∈ ℝ; u denotes the vector 
containing the values of TSDAs considering the given task to 
be compared.

z 𝑧𝑧 = (𝑧𝑧1, 𝑧𝑧2, … , 𝑧𝑧𝑘𝑘, … , 𝑧𝑧𝐾𝐾), 𝑧𝑧𝑘𝑘  ∈ {−1, 1}; 𝑧𝑧 denotes the vector 
containing the optimization directions of TSDAs. The value 
of 𝑧𝑧𝑘𝑘 is 1 if the smaller value of the kth TSDA indicates the 
more favorable task. The 𝑧𝑧𝑘𝑘 is -1 if the larger value pf the kth

TSDA indicates the more favorable task.
w 𝑤𝑤 = (𝑤𝑤1, 𝑤𝑤2, … , 𝑤𝑤𝑘𝑘, … , 𝑤𝑤𝐾𝐾), 𝑤𝑤𝑘𝑘  ∈ ℤ0

+; 𝑤𝑤 denotes the vector 
containing priorities for the TSDAs. Each 𝑤𝑤𝑘𝑘 is a non-
negative real value (𝑤𝑤𝑘𝑘 ≥ 0) that expresses the importance of 
the 𝑢𝑢𝑘𝑘 value of the kth TSDA.

A distance function D is defined as follows.

𝐷𝐷 ∶ ℝ2 →  ℝ , 𝐷𝐷(𝑎𝑎 , 𝑏𝑏) ∶= {
 0, 𝑖𝑖𝑖𝑖 max(|𝑎𝑎|, |𝑏𝑏|) = 0,

𝑏𝑏−𝑎𝑎
max(|𝑎𝑎|,|𝑏𝑏|) , 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑤𝑤𝑖𝑖𝑒𝑒𝑒𝑒 (2)

The relative qualification uses notations defined in Table II.
Let 𝑥𝑥 and 𝑦𝑦 be two vectors with type 𝑢𝑢. These vectors contain 
the values of TSDAs, and they represent the absolute qualities
of candidate tasks tx and ty to be compared. We define the 𝐹𝐹
function to express the relative quality of 𝑦𝑦 compared to 𝑥𝑥 as a 
real number.

𝐹𝐹 ∶ 𝑢𝑢2 →  ℝ , 𝐹𝐹(𝑥𝑥 , y) ∶= ∑ ( 𝑤𝑤𝑘𝑘 ∙ z𝑘𝑘 ∙ 𝐷𝐷( x𝑘𝑘,  y𝑘𝑘) )𝐾𝐾
𝑘𝑘=1 (3)

Using the return value of F(x, y), we can expresses the 
relative quality of vector y compared to vector x as the 
following:

• y is better than x if F(x, y) is less than zero.
• y is worse than x if F(x, y) is larger than zero.
• y and x are equally good if F(x, y) is exactly zero.

The presented F-based relative qualification model 
effectively solves the comparison of the candidate tasks from 
decision set Dm in the proposed solving approach.

VI. EXPERIMENTAL RESULT

We tested the presented method on the PSLIB benchmark 
RCPSP J30 problem set [18], which consists of 480 problem 
instances. The considered objective function was the 
maximum completion time of all tasks (Cmax).

RC_DEST is a dynamic (time-dependent) TDSA, whose value 
is updated by the construction algorithm through recalculation 
in changing decision situations. The others are static (time-
independent) TDSAs, which are calculated once at the start of 
the construction algorithm.

TABLE III
USED TASK-SELECTION ASPECTS

Notation Description

NSucc Number of successors
ProcT Processing time of the task
CPM_EST Earliest start time calculated by Critical Path Method (CPM)
CPM_EFT Earliest finish time calculated by CPM
CPM_LST Latest start time calculated by CPM
CPM_LFT Latest finish time calculated by CPM
RC_DEST Dynamic earliest start time considering dynamically the 

actual resource constraints at the given time of decision 
making

DD Due date of the task

B. Numerical results
To evaluate the performance of the reactive solver, we used 

the lower bound LBp as reference value for each benchmark 
instance p. LBp is provided for all instances in the PSLIB 
dataset. The result of the reactive solver executed on problem 
instance p is denoted by Cmax,p.We calculated the the average 
relative deviation (ARD) of the reactive solver execution for 
the complete J30 benchmark dataset by Equation (4), where 
smaller ARD value indicates the better result.

ARD =
∑ Cmax,p−LBp

LBp
P
p=1

P 100 [%] (4)

Table IV presents the measurement results of tests 
considering only one individual TSDA. The priority values are 
set to 1 or -1 depending on the optimization direction. For 
simplicity, we presented the multiplication of zk and wk as the 
priority of the kth TSDA.

The CPM_LST achieved the lowest ARD value, which was 
approximately 0.04923.

TABLE IV
ARD EVALUATION RESULTS FOR INDIVIDUAL TASK-SELECTION ASPECTS

Test Task selection priority multiplied with optimization direction ARD
# RC_

DEST
NSucc ProcT CPM_

EST
CPM_
EFT

CPM_
LST

CPM_
LFT

DD

1 1 0 0 0 0 0 0 0 0.078260
2 0 1 0 0 0 0 0 0 0.140896
3 0 0 1 0 0 0 0 0 0.174179
4 0 0 0 1 0 0 0 0 0.091479
5 0 0 0 0 1 0 0 0 0.115464
6 0 0 0 0 0 1 0 0 0.049226
7 0 0 0 0 0 0 1 0 0.051196
8 0 0 0 0 0 0 0 1 0.095355
9 0 -1 0 0 0 0 0 0 0.100995
10 0 0 -1 0 0 0 0 0 0.124379

whether a larger or smaller numerical value is desirable for the 
candidate task. In each execution of the solver, an actual 

A. The applied set of TSDAs
Table III. presents the applied task selection decision aspects 

(TSDAs). During testing, eight TSDAs were examined. The system of applied TSDAs is given, and the actual value of each 
TSDA can be calculated.

Let sx and sy be two candidate tasks to be selected for adding 
to the partial schedule at iteration m. The calculated values of 
TSDAs are represented by a given vector containing K real 
numbers. The notations are given in Table II.

TABLE II
NOTATION FOR RELATIVE QUALIFICATION

Notation Description

u 𝑢𝑢 = (𝑢𝑢1, 𝑢𝑢2, … , 𝑢𝑢𝑘𝑘, … , 𝑢𝑢𝐾𝐾), 𝑢𝑢𝑘𝑘  ∈ ℝ; u denotes the vector 
containing the values of TSDAs considering the given task to 
be compared.

z 𝑧𝑧 = (𝑧𝑧1, 𝑧𝑧2, … , 𝑧𝑧𝑘𝑘, … , 𝑧𝑧𝐾𝐾), 𝑧𝑧𝑘𝑘  ∈ {−1, 1}; 𝑧𝑧 denotes the vector 
containing the optimization directions of TSDAs. The value 
of 𝑧𝑧𝑘𝑘 is 1 if the smaller value of the kth TSDA indicates the 
more favorable task. The 𝑧𝑧𝑘𝑘 is -1 if the larger value pf the kth

TSDA indicates the more favorable task.
w 𝑤𝑤 = (𝑤𝑤1, 𝑤𝑤2, … , 𝑤𝑤𝑘𝑘, … , 𝑤𝑤𝐾𝐾), 𝑤𝑤𝑘𝑘  ∈ ℤ0

+; 𝑤𝑤 denotes the vector 
containing priorities for the TSDAs. Each 𝑤𝑤𝑘𝑘 is a non-
negative real value (𝑤𝑤𝑘𝑘 ≥ 0) that expresses the importance of 
the 𝑢𝑢𝑘𝑘 value of the kth TSDA.

A distance function D is defined as follows.

𝐷𝐷 ∶ ℝ2 →  ℝ , 𝐷𝐷(𝑎𝑎 , 𝑏𝑏) ∶= {
 0, 𝑖𝑖𝑖𝑖 max(|𝑎𝑎|, |𝑏𝑏|) = 0,

𝑏𝑏−𝑎𝑎
max(|𝑎𝑎|,|𝑏𝑏|) , 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑤𝑤𝑖𝑖𝑒𝑒𝑒𝑒 (2)

The relative qualification uses notations defined in Table II.
Let 𝑥𝑥 and 𝑦𝑦 be two vectors with type 𝑢𝑢. These vectors contain 
the values of TSDAs, and they represent the absolute qualities
of candidate tasks tx and ty to be compared. We define the 𝐹𝐹
function to express the relative quality of 𝑦𝑦 compared to 𝑥𝑥 as a 
real number.

𝐹𝐹 ∶ 𝑢𝑢2 →  ℝ , 𝐹𝐹(𝑥𝑥 , y) ∶= ∑ ( 𝑤𝑤𝑘𝑘 ∙ z𝑘𝑘 ∙ 𝐷𝐷( x𝑘𝑘,  y𝑘𝑘) )𝐾𝐾
𝑘𝑘=1 (3)

Using the return value of F(x, y), we can expresses the 
relative quality of vector y compared to vector x as the 
following:

• y is better than x if F(x, y) is less than zero.
• y is worse than x if F(x, y) is larger than zero.
• y and x are equally good if F(x, y) is exactly zero.

The presented F-based relative qualification model 
effectively solves the comparison of the candidate tasks from 
decision set Dm in the proposed solving approach.

VI. EXPERIMENTAL RESULT

We tested the presented method on the PSLIB benchmark 
RCPSP J30 problem set [18], which consists of 480 problem 
instances. The considered objective function was the 
maximum completion time of all tasks (Cmax).

RC_DEST is a dynamic (time-dependent) TDSA, whose value 
is updated by the construction algorithm through recalculation 
in changing decision situations. The others are static (time-
independent) TDSAs, which are calculated once at the start of 
the construction algorithm.

TABLE III
USED TASK-SELECTION ASPECTS

Notation Description

NSucc Number of successors
ProcT Processing time of the task
CPM_EST Earliest start time calculated by Critical Path Method (CPM)
CPM_EFT Earliest finish time calculated by CPM
CPM_LST Latest start time calculated by CPM
CPM_LFT Latest finish time calculated by CPM
RC_DEST Dynamic earliest start time considering dynamically the 

actual resource constraints at the given time of decision 
making

DD Due date of the task

B. Numerical results
To evaluate the performance of the reactive solver, we used 

the lower bound LBp as reference value for each benchmark 
instance p. LBp is provided for all instances in the PSLIB 
dataset. The result of the reactive solver executed on problem 
instance p is denoted by Cmax,p.We calculated the the average 
relative deviation (ARD) of the reactive solver execution for 
the complete J30 benchmark dataset by Equation (4), where 
smaller ARD value indicates the better result.

ARD =
∑ Cmax,p−LBp

LBp
P
p=1

P 100 [%] (4)

Table IV presents the measurement results of tests 
considering only one individual TSDA. The priority values are 
set to 1 or -1 depending on the optimization direction. For 
simplicity, we presented the multiplication of zk and wk as the 
priority of the kth TSDA.

The CPM_LST achieved the lowest ARD value, which was 
approximately 0.04923.

TABLE IV
ARD EVALUATION RESULTS FOR INDIVIDUAL TASK-SELECTION ASPECTS

Test Task selection priority multiplied with optimization direction ARD
# RC_

DEST
NSucc ProcT CPM_

EST
CPM_
EFT

CPM_
LST

CPM_
LFT

DD

1 1 0 0 0 0 0 0 0 0.078260
2 0 1 0 0 0 0 0 0 0.140896
3 0 0 1 0 0 0 0 0 0.174179
4 0 0 0 1 0 0 0 0 0.091479
5 0 0 0 0 1 0 0 0 0.115464
6 0 0 0 0 0 1 0 0 0.049226
7 0 0 0 0 0 0 1 0 0.051196
8 0 0 0 0 0 0 0 1 0.095355
9 0 -1 0 0 0 0 0 0 0.100995
10 0 0 -1 0 0 0 0 0 0.124379

whether a larger or smaller numerical value is desirable for the 
candidate task. In each execution of the solver, an actual 

A. The applied set of TSDAs
Table III. presents the applied task selection decision aspects 

(TSDAs). During testing, eight TSDAs were examined. The 
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TABLE V
ARD EVALUATION RESULTS FOR COMBINED TASK SELECTION ASPECTS

Test Task selection priority multiplied with optimization direction ADR
# RC_

DEST
NSucc ProcT CPM_

EST
CPM_
EFT

CPM_
LST

CPM_
LFT

DD

11 1 0 0 0 0 2 0 0 0.045571
12 1 -1 -1 1 1 1 1 0 0.061593
13 1 1 1 1 1 1 1 1 0.092054
14 1 1 -1 1 1 1 1 1 0.072527
15 1 -1 1 1 1 1 1 1 0.077187
16 1 -1 -1 1 1 1 1 1 0.061593
17 1 -1 -1 1 1 10 1 1 0.051461
18 1 -1 -1 1 1 20 1 1 0.049511
19 1 -1 -1 1 1 5 1 1 0.052672
20 2 0 0 0 0 1 0 0 0.038408
21 5 0 0 0 0 4 0 0 0.040886
22 5 -1 -1 1 1 1 1 1 0.05537
23 6 0 0 0 0 3 0 0 0.038408
24 6 -0.1 0.1 0 0 3 0 0 0.03776
25 6 -0.5 0.5 0 0 3 0 0 0.037249
26 6 -0.5 0.5 0 0 3 0.2 0 0.038329
27 6 -0.5 0.5 0 0 3 -0.2 0 0.037479
28 6 -0.5 0.5 0 0 3 0.5 0 0.037442
29 6 -0.5 0.5 0 0 3 1 0 0.037848
30 6 -0.5 0.5 0 0 3 -1 0 0.038671
31 6 -0.5 0.5 0 0.1 3 0 0 0.037556
32 6 -0.5 0.5 0 -0.1 3 0 0 0.037324
33 6 -0.5 0.5 0 0.5 3 0 0 0.037772
34 6 -0.5 0.5 0.05 0.05 3 0.05 0.05 0.037635
35 6 -0.5 0.5 0.1 0 3 0 0 0.037843
36 6 -0.5 0.5 -0.1 0 3 0 0 0.037999
37 6 -0.5 0.5 0.1 0.1 3 0.1 0.1 0.038126
38 6 -0.5 0.5 0.5 0 3 0 0 0.039375
39 6 -0.5 0.5 -0.5 0 3 0 0 0.041056
40 6 -0.5 0.5 1 0 3 0 0 0.041141
41 6 1 1 0 0 3 0 0 0.048826
42 6 -1 1 0 0 3 0 0 0.043549
43 6 -1 -1 0 0 3 0 0 0.056383
44 6 -1 -1 1 1 3 1 1 0.050003

The third-best result was given by RC_DEST, with an ARD 
value of approximately 0.07826 (Table IV Test #1). When 
these two selection criteria were applied together, an even
better result was obtained than when used separately. For 
example, with priority value of RC_DEST 1 and CPM_LST 2
(Test #11), the ARD value was approximately 0.04557. 
Swapping the priorities of the two selection criteria (Test #20) 
reduced the ARD to approximately 0.03841. 

An interesting observation was that in the combined solution, 
it was advantageous to assign a higher priority to the criterion 
that performed worse individually. The specific values of the 
TSDAs were not as important as their relative ratio. For 
instance, increasing the priorities threefold (e.g., from 2:1 to 
6:3) resulted in an unchanged ARD value.

This experimental finding can be proven mathematically.
Considering the F function (3) used for relative comparison, 
multiplying the priority values by a constant is equivalent to 
multiplying the final result of the F function by the same 
constant. Since the result of F is compared to zero, multiplying 
by any non-negative real number does not change its relation 
to zero. If F was greater, less, or equal to zero, it remains so. 
This should be considered when fine-tuning the priority values 
of TSDAs.

function value is close to zero based on higher-priority criteria. 
The priority of NSucc is negative because the method favors 
candidate tasks with a higher number of successor tasks. For 
other criteria, smaller numbers are more favorable.

In this experiment, the best result was achieved with the 
following priorities: 6; -0.5; 0.5; 0; 0; 3; 0; 0, (Test #25). The 
ARD value achieved this way was approximately 0.037249. 
Table V also shows that an ARD value below 0.038 could be 
reached with many settings. This is favorable because, for a 
given specific system, the set priority value scheme can be used 
effectively, providing a sufficiently sharp solution while 
maintaining flexibility.

While lower ARD values can be achieved with search 
algorithms, they come with significantly longer computation 
times due to the need to generate a large number of solutions 
iteratively. In contrast, a reactive construction algorithm 
produces only one solution. Reactive scheduling quickly 
adapts to real-time changes, as it operates based on predefined 
priority rules and decision criteria, allowing for immediate 
decision-making. In the investigated situations, the reactive 
approach may be more advantageous, as it does not require 
waiting for the search algorithms to respond, enabling faster 
reactions to environmental changes.

The experiment demonstrated that combining multiple task-
selection aspects yields better solutions than using a single 
aspect. The decision-making method based on relative 
qualification can handle any finite number of selection criteria 
together. Assigning priority values to TSDAs is 
straightforward and flexible.

VII. CONCLUSION

In this paper, we present a novel reactive scheduling 
approach for extended project scheduling problems, aiming to 
create feasible and fast schedules for multiple projects with 
detailed resource requirements. The model uses a serial 
generation scheme with a new multi-priority decision-making 
procedure that considers many different decision aspects for 
deterministically selecting tasks.

The proposed extension is adaptable to a wide range of 
scheduling problems due to its problem-independent nature 
and ability to incorporate diverse decision aspects. These 
aspects can be calibrated and incorporated similarly to classical 
priority rules.

Our performance tests, conducted on the PSLIB J30 
benchmark series, demonstrated that the combination of 
multiple decision aspects outperforms single aspects in 
minimizing the latest completion time. This supports our 
hypothesis that combining decision aspects using the relative 
qualification model is advantageous.

Table V presents the results of 34 different tests where 
multiple TSDAs were used simultaneously. The table includes 
the applied priority values for each TSDA and the calculated 
ARD values.

significantly reduced with different priority values. RC_DEST 
and CPM_LST remained dominant, but other criteria, such as 
NSucc and ProcT, also proved useful with smaller priority 
values. These criteria influence the decision when the F

Involving additional selection criteria further improved the 
results. Table V examples show that the ARD value could be 
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TABLE V
ARD EVALUATION RESULTS FOR COMBINED TASK SELECTION ASPECTS

Test Task selection priority multiplied with optimization direction ADR
# RC_

DEST
NSucc ProcT CPM_

EST
CPM_
EFT

CPM_
LST

CPM_
LFT

DD

11 1 0 0 0 0 2 0 0 0.045571
12 1 -1 -1 1 1 1 1 0 0.061593
13 1 1 1 1 1 1 1 1 0.092054
14 1 1 -1 1 1 1 1 1 0.072527
15 1 -1 1 1 1 1 1 1 0.077187
16 1 -1 -1 1 1 1 1 1 0.061593
17 1 -1 -1 1 1 10 1 1 0.051461
18 1 -1 -1 1 1 20 1 1 0.049511
19 1 -1 -1 1 1 5 1 1 0.052672
20 2 0 0 0 0 1 0 0 0.038408
21 5 0 0 0 0 4 0 0 0.040886
22 5 -1 -1 1 1 1 1 1 0.05537
23 6 0 0 0 0 3 0 0 0.038408
24 6 -0.1 0.1 0 0 3 0 0 0.03776
25 6 -0.5 0.5 0 0 3 0 0 0.037249
26 6 -0.5 0.5 0 0 3 0.2 0 0.038329
27 6 -0.5 0.5 0 0 3 -0.2 0 0.037479
28 6 -0.5 0.5 0 0 3 0.5 0 0.037442
29 6 -0.5 0.5 0 0 3 1 0 0.037848
30 6 -0.5 0.5 0 0 3 -1 0 0.038671
31 6 -0.5 0.5 0 0.1 3 0 0 0.037556
32 6 -0.5 0.5 0 -0.1 3 0 0 0.037324
33 6 -0.5 0.5 0 0.5 3 0 0 0.037772
34 6 -0.5 0.5 0.05 0.05 3 0.05 0.05 0.037635
35 6 -0.5 0.5 0.1 0 3 0 0 0.037843
36 6 -0.5 0.5 -0.1 0 3 0 0 0.037999
37 6 -0.5 0.5 0.1 0.1 3 0.1 0.1 0.038126
38 6 -0.5 0.5 0.5 0 3 0 0 0.039375
39 6 -0.5 0.5 -0.5 0 3 0 0 0.041056
40 6 -0.5 0.5 1 0 3 0 0 0.041141
41 6 1 1 0 0 3 0 0 0.048826
42 6 -1 1 0 0 3 0 0 0.043549
43 6 -1 -1 0 0 3 0 0 0.056383
44 6 -1 -1 1 1 3 1 1 0.050003

The third-best result was given by RC_DEST, with an ARD 
value of approximately 0.07826 (Table IV Test #1). When 
these two selection criteria were applied together, an even
better result was obtained than when used separately. For 
example, with priority value of RC_DEST 1 and CPM_LST 2
(Test #11), the ARD value was approximately 0.04557. 
Swapping the priorities of the two selection criteria (Test #20) 
reduced the ARD to approximately 0.03841. 

An interesting observation was that in the combined solution, 
it was advantageous to assign a higher priority to the criterion 
that performed worse individually. The specific values of the 
TSDAs were not as important as their relative ratio. For 
instance, increasing the priorities threefold (e.g., from 2:1 to 
6:3) resulted in an unchanged ARD value.

This experimental finding can be proven mathematically.
Considering the F function (3) used for relative comparison, 
multiplying the priority values by a constant is equivalent to 
multiplying the final result of the F function by the same 
constant. Since the result of F is compared to zero, multiplying 
by any non-negative real number does not change its relation 
to zero. If F was greater, less, or equal to zero, it remains so. 
This should be considered when fine-tuning the priority values 
of TSDAs.

function value is close to zero based on higher-priority criteria. 
The priority of NSucc is negative because the method favors 
candidate tasks with a higher number of successor tasks. For 
other criteria, smaller numbers are more favorable.

In this experiment, the best result was achieved with the 
following priorities: 6; -0.5; 0.5; 0; 0; 3; 0; 0, (Test #25). The 
ARD value achieved this way was approximately 0.037249. 
Table V also shows that an ARD value below 0.038 could be 
reached with many settings. This is favorable because, for a 
given specific system, the set priority value scheme can be used 
effectively, providing a sufficiently sharp solution while 
maintaining flexibility.

While lower ARD values can be achieved with search 
algorithms, they come with significantly longer computation 
times due to the need to generate a large number of solutions 
iteratively. In contrast, a reactive construction algorithm 
produces only one solution. Reactive scheduling quickly 
adapts to real-time changes, as it operates based on predefined 
priority rules and decision criteria, allowing for immediate 
decision-making. In the investigated situations, the reactive 
approach may be more advantageous, as it does not require 
waiting for the search algorithms to respond, enabling faster 
reactions to environmental changes.

The experiment demonstrated that combining multiple task-
selection aspects yields better solutions than using a single 
aspect. The decision-making method based on relative 
qualification can handle any finite number of selection criteria 
together. Assigning priority values to TSDAs is 
straightforward and flexible.

VII. CONCLUSION

In this paper, we present a novel reactive scheduling 
approach for extended project scheduling problems, aiming to 
create feasible and fast schedules for multiple projects with 
detailed resource requirements. The model uses a serial 
generation scheme with a new multi-priority decision-making 
procedure that considers many different decision aspects for 
deterministically selecting tasks.

The proposed extension is adaptable to a wide range of 
scheduling problems due to its problem-independent nature 
and ability to incorporate diverse decision aspects. These 
aspects can be calibrated and incorporated similarly to classical 
priority rules.

Our performance tests, conducted on the PSLIB J30 
benchmark series, demonstrated that the combination of 
multiple decision aspects outperforms single aspects in 
minimizing the latest completion time. This supports our 
hypothesis that combining decision aspects using the relative 
qualification model is advantageous.

Table V presents the results of 34 different tests where 
multiple TSDAs were used simultaneously. The table includes 
the applied priority values for each TSDA and the calculated 
ARD values.

significantly reduced with different priority values. RC_DEST 
and CPM_LST remained dominant, but other criteria, such as 
NSucc and ProcT, also proved useful with smaller priority 
values. These criteria influence the decision when the F

Involving additional selection criteria further improved the 
results. Table V examples show that the ARD value could be 
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next task selection method, handles problem-specific 
constraints and can work with any generation scheme.
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Abstract—To determine evolutionary relationships, it is 

crucial to conduct phylogenetic ancestral state 

reconstruction. Although widely used, existing algorithms, 

such as Fitch’s, are challenged by the computational 

demands of complex datasets. This study introduces the 

TaxaTreeMapper algorithm, which presents a streamlined 

approach that optimizes phylogenetic analysis. 

TaxaTreeMapper reduces computational time without 

compromising accuracy by performing ancestral state 

reconstruction in a single ‘leaf-to-root’ traversal. Our 

comparative study shows that TaxaTreeMapper correlates 

strongly with the Fitch algorithm and demonstrates 

superior efficiency, especially in identifying global minima 

in extensive datasets. This makes it significant in large-scale 

evolutionary studies. 

 
Index Terms—Algorithmic efficiency, Ancestral state 

reconstruction, Data processing in phylogenetics, 

Evolutionary tree optimization, Fitch algorithm, Machine 

learning applications in phylogenetics, Parsimony score, 

Phylogenetic analysis 

I. INTRODUCTION 

HE quest for accurate ancestral state reconstruction 

in phylogenetics often encounters significant 

challenges, particularly with algorithms like Fitch's, 

which, while being intuitive and simple, may falter in 

cases of complex evolution or convergence [1]. Ancestral 

state reconstruction combines information about the 

evolutionary relationships of phylogenetic trees with the 

observed state of individual nodes. Each node represents 

a single taxon (taxonomic unit) [2]. Complex evolution 

in this context implies scenarios where evolutionary 

paths are shaped by multiple factors such as frequent 

mutations, horizontal gene transfer, genetic drift, or 

hybridization. These elements introduce intricacies in 

evolutionary histories, making accurate reconstruction a 

challenging endeavor.  

A common limitation among many algorithms that seek 

to reconstruct common ancestors and determine the 

minimum parsimony score for a given tree is their 
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reliance on a two-stage process: the ‘leaf-to-root’ 

followed by the ‘root-to-leaf’ traversal. 

Bidirectional tree traversal is a technique where the 

traversal progresses both from the root to the leaves and 

from the leaves to the root of a tree. This approach is 

beneficial in scenarios requiring information aggregation 

from both directions to make decisions at each node. A 

notable application of bidirectional tree traversal is in 

robot motion planning, where such a strategy enhances 

efficiency and avoids complex boundary value problems 

[3]. 

This two-pronged approach, while effective in certain 

contexts, often leads to increased computational 

complexity and may not always yield the most optimized 

results in terms of global minimum parsimony score. 

1) Novel Contribution 

This study presents a new method, TaxaTreeMapper, 

which is designed to traverse a given phylogenetic tree 

and determine its minimum parsimony score directly. 

This approach contributes to a more optimized method 

for identifying the global minimum. Our method seeks to 

address the limitations by reducing the computational 

process to a single-stage traversal. This not only 

simplifies the analysis but also reduces the computational 

effort required, making it a significant step forward in the 

pursuit of efficient phylogenetic analysis. By 

streamlining the process of ancestral state reconstruction, 

our approach aims to enhance the efficiency of 

phylogenetic tree evaluations, particularly in complex 

evolutionary scenarios. 

While the TaxaTreeMapper algorithm enhances the 

efficiency of phylogenetic analysis by significantly 

reducing computational time, often less than that required 

by the Fitch algorithm, it is also designed to reliably 

identify all global minima in a given set of phylogenetic 

trees. However, it should be noted that alongside these 

global minima, TaxaTreeMapper may also occasionally 

include some local minima, erroneously presenting them 

as global. Despite this, the set of solutions provided by 

TaxaTreeMapper will contain all the true global minima, 

ensuring comprehensive coverage of the most 

parsimonious trees. 

The article is structured as follows: First, it presents the 

concepts necessary for the theoretical background of the 

research, including phylogenetic inference methods, 

primarily the Fitch algorithm. Second, it presents the 
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crucial to conduct phylogenetic ancestral state reconstruction. 
Although widely used, existing algorithms, such as Fitch’s, are 
challenged by the computational demands of complex datasets. 
This study introduces the TaxaTreeMapper algorithm, which 
presents a streamlined approach that optimizes phylogenetic 
analysis. TaxaTreeMapper reduces computational time 
without compromising accuracy by performing ancestral 
state reconstruction in a single ‘leaf-to-root’ traversal. Our 
comparative study shows that TaxaTreeMapper correlates 
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reconstruction. Although widely used, existing algorithms, 

such as Fitch’s, are challenged by the computational 

demands of complex datasets. This study introduces the 

TaxaTreeMapper algorithm, which presents a streamlined 

approach that optimizes phylogenetic analysis. 

TaxaTreeMapper reduces computational time without 

compromising accuracy by performing ancestral state 

reconstruction in a single ‘leaf-to-root’ traversal. Our 

comparative study shows that TaxaTreeMapper correlates 

strongly with the Fitch algorithm and demonstrates 

superior efficiency, especially in identifying global minima 

in extensive datasets. This makes it significant in large-scale 

evolutionary studies. 

 
Index Terms—Algorithmic efficiency, Ancestral state 

reconstruction, Data processing in phylogenetics, 

Evolutionary tree optimization, Fitch algorithm, Machine 

learning applications in phylogenetics, Parsimony score, 

Phylogenetic analysis 

I. INTRODUCTION 

HE quest for accurate ancestral state reconstruction 

in phylogenetics often encounters significant 

challenges, particularly with algorithms like Fitch's, 

which, while being intuitive and simple, may falter in 

cases of complex evolution or convergence [1]. Ancestral 

state reconstruction combines information about the 

evolutionary relationships of phylogenetic trees with the 

observed state of individual nodes. Each node represents 

a single taxon (taxonomic unit) [2]. Complex evolution 

in this context implies scenarios where evolutionary 

paths are shaped by multiple factors such as frequent 

mutations, horizontal gene transfer, genetic drift, or 

hybridization. These elements introduce intricacies in 

evolutionary histories, making accurate reconstruction a 

challenging endeavor.  

A common limitation among many algorithms that seek 

to reconstruct common ancestors and determine the 

minimum parsimony score for a given tree is their 
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reliance on a two-stage process: the ‘leaf-to-root’ 

followed by the ‘root-to-leaf’ traversal. 

Bidirectional tree traversal is a technique where the 

traversal progresses both from the root to the leaves and 

from the leaves to the root of a tree. This approach is 

beneficial in scenarios requiring information aggregation 

from both directions to make decisions at each node. A 

notable application of bidirectional tree traversal is in 

robot motion planning, where such a strategy enhances 

efficiency and avoids complex boundary value problems 

[3]. 

This two-pronged approach, while effective in certain 

contexts, often leads to increased computational 

complexity and may not always yield the most optimized 

results in terms of global minimum parsimony score. 

1) Novel Contribution 

This study presents a new method, TaxaTreeMapper, 

which is designed to traverse a given phylogenetic tree 

and determine its minimum parsimony score directly. 

This approach contributes to a more optimized method 

for identifying the global minimum. Our method seeks to 

address the limitations by reducing the computational 

process to a single-stage traversal. This not only 

simplifies the analysis but also reduces the computational 

effort required, making it a significant step forward in the 

pursuit of efficient phylogenetic analysis. By 

streamlining the process of ancestral state reconstruction, 

our approach aims to enhance the efficiency of 

phylogenetic tree evaluations, particularly in complex 

evolutionary scenarios. 

While the TaxaTreeMapper algorithm enhances the 

efficiency of phylogenetic analysis by significantly 

reducing computational time, often less than that required 

by the Fitch algorithm, it is also designed to reliably 

identify all global minima in a given set of phylogenetic 

trees. However, it should be noted that alongside these 

global minima, TaxaTreeMapper may also occasionally 

include some local minima, erroneously presenting them 

as global. Despite this, the set of solutions provided by 

TaxaTreeMapper will contain all the true global minima, 

ensuring comprehensive coverage of the most 

parsimonious trees. 

The article is structured as follows: First, it presents the 

concepts necessary for the theoretical background of the 

research, including phylogenetic inference methods, 

primarily the Fitch algorithm. Second, it presents the 
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developed method called TaxaTreeMapper algorithm, 

followed by the achieved results and their discussion. 

Finally, the article concludes with a summary of findings 

and a list of references cited in the literature. 

II. BACKGROUND 

1) Pattern systems, pattern evolution and 

scriptinformatics 

A pattern system is a type of symbolic communication 

that includes symbols, syntax, and layout rules. Some 

pattern systems, like Morse code and Unicode, have 

evolved over time. The study of the evolution of pattern 

systems is called pattern evolution research. Human 

writing systems, or scripts, are a distinct type of pattern 

system. The study of the evolution of scripts is known as 

scriptinformatics, a subfield of pattern evolution. The 

TaxaTreeMapper phylogenetic inference algorithm was 

initially developed for evolutionary modeling of scripts, 

but it can also be applied to other taxa. TaxaTreeMapper 

has a broad scope beyond just scriptinformatics and 

belongs to any kind of evolutionary research. 

Understanding the evolution and classification of 

different taxa has always been at the heart of scientific 

research. Various mathematical, computational, and 

heuristic models have been proposed over the years, 

aiming at creating a more structured and accurate 

representation of the evolutionary process. Significant 

advancements have been made in pattern systems, 

especially when applied to historical scripts [4] 

established a three-layer logical relationship for glyphs, 

further improved by the addition of a semantic layer in 

[5]. Recent contributions by [6] introduced the style 

layer, enhancing the depth of the analysis. Hosszú’s 

emphasis on glyph complexity as a metric for reliability 

in comparing graphemes provides a foundation for 

comparative studies [7]. Such advancements have found 

applications in differentiating scripts using cluster 

analysis [8] and leveraging neural networks for glyph 

similarity studies [9]. 

In this study, we address the terminology used to 

describe taxonomic traits in phylogenetic analysis, a 

matter of great importance for ensuring clarity and 

precision. While ‘character’ is a term traditionally used 

in phylogenetics to denote the attributes or traits of 

organisms, in the field of scriptinformatics and in certain 

phylogenetic contexts, the term ‘feature’ is often utilized 

interchangeably. This duality in terminology is evident in 

recent research, such as the work [10] where features in 

evolutionary analysis of script variants are critically 

examined. Similarly, [11] employ the term in the context 

of phylogenetic analysis of script varieties, 

demonstrating its relevance and application. Further, 

their 2022 study on a phenetic approach to script variants 

also underscores the interchangeable use of these terms 

[12]. For the purposes of this article, we adopt this dual 

terminology, using ‘feature’ and ‘character’ 

interchangeably, with the understanding that both refer to 

taxonomic traits in our phylogenetic analysis. This 

approach aligns with broader scientific discourse and 

avoids potential ambiguity, particularly in 

scriptinformatics where ‘character’ might otherwise be 

confused with ‘grapheme’ or ‘symbol’. 

2) Phylogenetic inference methods 

Phylogenetic methods have expanded their applicability 

beyond just biological evolution. For instance, its usage 

in linguistics has paved the way for constructing 

evolutionary trees for languages [13]. Phylogenetic 

analysis, especially with its parsimonious approach 

rooted in the Ockham’s razor principle [14], has been 

paramount in creating hierarchical taxonomic structures. 

Delineation of synapomorphies further emphasizes the 

model’s capability to account for a vast number of 

features in a simplistic manner [15]. 

Two significant comparative criteria, Maximum 

Parsimony [16] and Maximum Likelihood (ML), have 

emerged as primary techniques for tree optimization [11]. 

While MP revolves around the parsimony principle, ML 

uses probabilistic models to evaluate evolutionary event 

likelihoods. The Bayesian approach, exemplified by 

MrBayes software, further exemplifies the nuanced 

relationship between data and tree probabilities [17]. 

When exact and exhaustive searches are too costly or 

time-consuming, heuristic methods become necessary. 

While these approaches aim to approximate optimal 

solutions in the solution space, they cannot guarantee the 

identification of the globally optimal phylogenetic tree. 

To enhance heuristic search efficiency and improve upon 

the phylogenetic trees constructed, a branch-swapping 

algorithm, known as ‘swapping’ [10]. 

The Subtree Prune and Regraft (SPR), the Nearest 

Neighbor Interchange (NNI), and Tree Bisection and 

Reconnection (TBR), each come with their unique 

attributes, with TBR being the most computational but 

potentially offering the shortest tree [17, 18]. The present 

research focuses on phylogenetic inference methods, 

which involve searching for optimal phylogenetic trees. 

Only models where the evolutionary process can be 

estimated with a tree, rather than a network, are 

considered. 

The search for the most realistic phylogenetic tree, 

despite its comprehensiveness, faces challenges with 

larger datasets [18]. Alternative heuristic methods like 

the Wagner method [19], the Branch and Bound 

technique [20] and Hill-Climbing [21] offer solutions 

with varied degrees of optimality and computational 

efficiency. Regarding Hill-Climbing algorithm is 

effective for finding local optima in phylogenetic trees by 

refining initial configurations, focusing on measures like 

parsimony. However, it falls short of guaranteeing the 

global optimum, often getting trapped in local optima. 

This underscores the necessity for supplementary 

methods to circumvent such limitations and achieve a 

more comprehensive search for the optimal phylogenetic 

tree [10, 11]. Additionally, visualization tools like 

histograms provide insights into the distribution of tree 

lengths, aiding in the discernment of optimal trees. 
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Matrix-based approaches in phylogenetics offer a variety 

of methods to derive evolutionary relationships among 

taxa. One classical group of methods, distance matrix 

methods, such as the Neighbor-Joining (NJ) and 

UPGMA, directly work with matrices that represent 

pairwise distances between taxa to infer a phylogenetic 

tree [22]. Alternatively, spectral methods exploit the 

eigenvalues and eigenvectors of matrices derived from 

genetic data. Cavender and Felsenstein’s method, based 

on eigendecomposition of sequence similarities, is a 

prime example [23]. As another approach, quartet 

methods like the Q-method employ matrices showcasing 

relationships between quartet sets of taxa to infer broader 

trees [24]. Another avenue, character compatibility, 

creates a taxa by feature (aka character) matrix, checking 

feature compatibility to infer relationships [25]. Recent 

research has also highlighted the potential of algebraic 

statistics in phylogenetics, where algebraic techniques 

decode phylogenetic problems using matrix operations 

[26]. Lastly, phylogenetic networks, which encapsulate 

complex evolutionary patterns like hybridization, can be 

understood and analyzed using matrix representations 

[27]. 

In conclusion, the domain of phylogenetic inference has 

witnessed extensive research, with a multitude of 

evolutionary models and phylogenetic inference 

algorithms proposed. The ultimate objective remains the 

construction of accurate and representative evolutionary 

trees, aiding in a deeper understanding of taxa evolution. 

As computational power and methodologies continue to 

evolve, it’s estimated that even more sophisticated 

models will emerge, bridging any existing gaps in the 

space of phylogenetics. 

3) Fitch parsimony and algorithms 

Fitch’s contributions to the field of phylogenetics are 

evident through his development of distinct methods that 

address the reconstruction of evolutionary histories. One 

such method is the Fitch parsimony, which operates on a 

parsimony principle aiming to discern the evolutionary 

tree with the least number of feature state (aka character 

state) changes. Crucially, this method accommodates 

multistate features, allowing them to be disordered and 

unpolarized, meaning that transitions between any 

feature states are possible in a single evolutionary step. 

This principle is computationally manifested in the Fitch 

algorithm, which calculates the parsimony score, 

indicating the total number of feature state transitions for 

a specific tree topology [28]. The Fitch algorithm is a 

fundamental method in the field of phylogenetics. It was 

introduced by Walter Fitch in the 1970s and has since 

become a fundamental tool for ancestral state 

reconstruction based on parsimony principles [28]. On 

the other hand, Fitch, in collaboration with Margoliash, 

devised the Fitch-Margoliash Phylogenetic Inference 

Algorithm. Instead of feature states, this method is 

grounded on genetic distance data. Utilizing a weighted 

least squares clustering approach, it emphasizes the 

accuracy of genetic distances between species in the tree, 

giving more weight to closely related sequences. This 

method offers higher accuracy, albeit at the expense of 

computational efficiency when compared to alternatives 

like the neighbor-joining technique [29]. 

Fitch algorithm is a commonly used tool for ancestral 

state reconstruction based on parsimony methods. This 

algorithm works by minimizing the number of 

evolutionary changes [28] along the branches of a 

phylogenetic tree. Fitch algorithm, while not directly 

calculating the total length or Maximum Parsimony [16] 

score of a phylogenetic tree in a single computation, 

effectively minimizes the number of evolutionary 

changes across the tree. This minimization is achieved 

indirectly through the algorithm's two-pass process. In 

the first pass, the algorithm performs a bottom-up 

traversal of the tree, during which it identifies the 

possible feature states for each internal node without 

assigning specific branch lengths. In the second pass, a 

top-down traversal assigns definitive states to these 

nodes [30, 31].  

During this process, the Fitch algorithm seeks to 

minimize the number of state changes at each step. The 

branch lengths, defined as the number of feature state 

changes between nodes, are indirectly determined 

through this process. The overall tree length, representing 

the sum of these branch lengths, is thus a result of the 

algorithm's optimization of state changes at each 

individual node and branch, rather than a direct 

calculation of the total tree length [30]. 

Fitch algorithm, originally developed for the parsimony-

based reconstruction of phylogenies, is inherently 

designed to handle bifurcating or binary trees. Its two-

phase traversal approach, involving postorder and 

preorder tree traversals, is optimized for dichotomous 

branching. When faced with polytomous trees, or trees 

with nodes having more than two descendants, the Fitch 

algorithm encounters challenges. Polytomies, which can 

be seen as either unresolved evolutionary relationships 

(soft polytomies) or simultaneous divergence events 

(hard polytomies), don’t fit neatly into the binary 

framework of Fitch’s method [32]. Adapting the 

algorithm to cater to these non-binary nodes introduces 

complexities and requires additional considerations or 

modifications. While some phylogenetic software tools 

have developed strategies to handle or resolve 

polytomies, the inherent limitation of Fitch’s original 

design concerning polytomies remains a recognized 

challenge in the field of phylogenetics [16]. 

The Fitch algorithm employs a two-stage process for 

ancestral state reconstruction, beginning at the leaf nodes 

with known genetic states and moving toward the root to 

infer the most parsimonious common ancestor at each 

internal node as illustrated in Figure 1. For example, if 

taxa A and B both have a state of ‘1’ for a particular 

characteristic, their common ancestor is presumed to also 

have the state of ‘1’. When discrepancies arise (e.g., 

A=1, B=0), the ancestor may inherit a set that includes 
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both states. In the next stage, the algorithm resolves these 

sets by working from the root back to the leaves, 

selecting states that minimize changes across the tree. 

While effective, the Fitch method can be computationally 

intensive for large datasets. 

4) Pearson correlation 

The Pearson correlation coefficient (also known as 

Pearson’s r or simply the correlation coefficient) 

measures the linear relationship between two variables, 

typically denoted as  and . The formula for calculating 

the Pearson correlation coefficient is as follows: 

  ∑     
∑    ∑   

, 1 
where  is the number of data points (the size of the 

dataset),  and  are the individual data points of the 

variables  and , and finally  and  are the mean 

(average) values of  and , respectively. 

The incorporation of Pearson correlation in our study is 

integral to the assessment of phylogenetic relationships 

and evolutionary analysis. Pearson’s correlation, a 

measure of the linear correlation between two variables, 

provides a quantifiable means to assess the degree of 

similarity or divergence between different taxa based on 

their phylogenetic profiles. This statistical tool is 

particularly effective in discerning the strength and 

direction of a linear relationship between two sets of 

data, which in our context, are the phylogenetic traits or 

features of different organisms. By applying Pearson 

correlation, we can systematically compare these traits to 

draw inferences about evolutionary patterns and 

relationships. Our approach aligns with contemporary 

advancements in phylogenetic profiling, where measures 

like Pearson correlation have been used to infer global 

protein-protein interactions and handle large genomic 

datasets effectively, as demonstrated in the study of 

Saccharomyces cerevisiae and Escherichia coli genomes 

[33]. This method’s efficacy, especially in comparison to 

other measures such as mutual information and distance 

correlation, underscores its relevance and utility in our 

analysis. 

III. METHOD 

In this study, we introduce a novel methodological 

approach to determine the maximum parsimony in 

phylogenetic trees, distinguished by its efficient single-

stage process. This approach is compared with the 

established Fitch algorithm, a keystone in phylogenetic 

analysis, known for its two-stage ‘leaf-to-root’ and ‘root-

to-leaf’ traversal process. Notably, the Fitch algorithm, 

which has been widely used for phylogenetic tree 

reconstruction and serves as a benchmark in our 

comparative analysis. 

Unlike conventional two-stage methods such as the Fitch 

algorithm, which operate through both ‘leaf-to-root’ and 

‘root-to-leaf’ stages, our method simplifies the analysis 

by focusing exclusively on a ‘leaf-to-root’ traversal. This 

innovation effectively halves the computational steps 

typically required, as it eliminates the need for the 

subsequent ‘root-to-leaf’ stage. Conceptually, if  

represents the computational effort of a traditional 

method like Fitch’s, then our method, , can be said to 

operate at 

 in terms of computational, or 

mathematically,   2 ⋅  in terms of efficiency. 

This significant enhancement not only accelerates the 

analytical process but also maintains the accuracy and 

robustness needed for phylogenetic studies. Our 

approach (TaxaTreeMapper) represents a substantial 

advancement in phylogenetic analysis, offering a more 

streamlined and time-efficient solution for uncovering 

evolutionary relationships. This methodology, with its 

single-stage focus, is not only a testament to the potential 

for innovation in phylogenetic analysis but also a 

practical solution that addresses the computational 

challenges often encountered in extensive biological 

datasets. 

The TaxaTreeMapper algorithm applies set theory 

operations to clarify phylogenetic relationships. It starts 

with a ‘leaf-to-root’ assessment, as in Figure 1 where 

taxa A, B, and C are compared for their feature states. 

Discrepancies between taxa, like   1 and   0, lead 

to an interim ambiguous state   2. The algorithm 

resolves this by checking the overlap with any resolved  

neighboring node states. If taxon C also has the state of 

1, then the algorithm concludes the ancestral state R to be 

1, through the intersection with the ambiguous state. 

Illustrated in Figure 1, this method streamlines the 

determination of the most likely internal node states, 

improving the precision of phylogenetic tree 

reconstruction. 

The TaxaTreeMapper streamlines the process for 

ancestral state reconstruction into a single stage. It also 

starts at the leaves, but as it ascends the tree, it uses 

information from the subsequent ancestor (e.g., ancestor 

of A & B derives its state from C) to determine the states 

of intermediate ancestors directly refer to Figure 1. This 

approach not only simplifies the state determination 

process but also allows for simultaneous calculation of 

the tree length and the total number of changes, 

enhancing efficiency particularly for extensive datasets. 

Figure 1: ‘Leaf-to-Root’ ancestral state 

reconstruction in TaxaTreeMapper 
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both states. In the next stage, the algorithm resolves these 

sets by working from the root back to the leaves, 

selecting states that minimize changes across the tree. 

While effective, the Fitch method can be computationally 

intensive for large datasets. 

4) Pearson correlation 

The Pearson correlation coefficient (also known as 

Pearson’s r or simply the correlation coefficient) 

measures the linear relationship between two variables, 

typically denoted as  and . The formula for calculating 

the Pearson correlation coefficient is as follows: 

  ∑     
∑    ∑   

, 1 
where  is the number of data points (the size of the 

dataset),  and  are the individual data points of the 

variables  and , and finally  and  are the mean 

(average) values of  and , respectively. 

The incorporation of Pearson correlation in our study is 

integral to the assessment of phylogenetic relationships 

and evolutionary analysis. Pearson’s correlation, a 

measure of the linear correlation between two variables, 

provides a quantifiable means to assess the degree of 

similarity or divergence between different taxa based on 

their phylogenetic profiles. This statistical tool is 

particularly effective in discerning the strength and 

direction of a linear relationship between two sets of 

data, which in our context, are the phylogenetic traits or 

features of different organisms. By applying Pearson 

correlation, we can systematically compare these traits to 

draw inferences about evolutionary patterns and 

relationships. Our approach aligns with contemporary 

advancements in phylogenetic profiling, where measures 

like Pearson correlation have been used to infer global 

protein-protein interactions and handle large genomic 

datasets effectively, as demonstrated in the study of 

Saccharomyces cerevisiae and Escherichia coli genomes 

[33]. This method’s efficacy, especially in comparison to 

other measures such as mutual information and distance 

correlation, underscores its relevance and utility in our 

analysis. 

III. METHOD 

In this study, we introduce a novel methodological 

approach to determine the maximum parsimony in 

phylogenetic trees, distinguished by its efficient single-

stage process. This approach is compared with the 

established Fitch algorithm, a keystone in phylogenetic 

analysis, known for its two-stage ‘leaf-to-root’ and ‘root-

to-leaf’ traversal process. Notably, the Fitch algorithm, 

which has been widely used for phylogenetic tree 

reconstruction and serves as a benchmark in our 

comparative analysis. 

Unlike conventional two-stage methods such as the Fitch 

algorithm, which operate through both ‘leaf-to-root’ and 

‘root-to-leaf’ stages, our method simplifies the analysis 

by focusing exclusively on a ‘leaf-to-root’ traversal. This 

innovation effectively halves the computational steps 

typically required, as it eliminates the need for the 

subsequent ‘root-to-leaf’ stage. Conceptually, if  

represents the computational effort of a traditional 

method like Fitch’s, then our method, , can be said to 

operate at 

 in terms of computational, or 

mathematically,   2 ⋅  in terms of efficiency. 

This significant enhancement not only accelerates the 

analytical process but also maintains the accuracy and 

robustness needed for phylogenetic studies. Our 

approach (TaxaTreeMapper) represents a substantial 

advancement in phylogenetic analysis, offering a more 

streamlined and time-efficient solution for uncovering 

evolutionary relationships. This methodology, with its 

single-stage focus, is not only a testament to the potential 

for innovation in phylogenetic analysis but also a 

practical solution that addresses the computational 

challenges often encountered in extensive biological 

datasets. 

The TaxaTreeMapper algorithm applies set theory 

operations to clarify phylogenetic relationships. It starts 

with a ‘leaf-to-root’ assessment, as in Figure 1 where 

taxa A, B, and C are compared for their feature states. 

Discrepancies between taxa, like   1 and   0, lead 

to an interim ambiguous state   2. The algorithm 

resolves this by checking the overlap with any resolved  

neighboring node states. If taxon C also has the state of 

1, then the algorithm concludes the ancestral state R to be 

1, through the intersection with the ambiguous state. 

Illustrated in Figure 1, this method streamlines the 

determination of the most likely internal node states, 

improving the precision of phylogenetic tree 

reconstruction. 

The TaxaTreeMapper streamlines the process for 

ancestral state reconstruction into a single stage. It also 

starts at the leaves, but as it ascends the tree, it uses 

information from the subsequent ancestor (e.g., ancestor 

of A & B derives its state from C) to determine the states 

of intermediate ancestors directly refer to Figure 1. This 

approach not only simplifies the state determination 

process but also allows for simultaneous calculation of 

the tree length and the total number of changes, 

enhancing efficiency particularly for extensive datasets. 

Figure 1: ‘Leaf-to-Root’ ancestral state 

reconstruction in TaxaTreeMapper 
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both states. In the next stage, the algorithm resolves these 

sets by working from the root back to the leaves, 

selecting states that minimize changes across the tree. 

While effective, the Fitch method can be computationally 

intensive for large datasets. 

4) Pearson correlation 

The Pearson correlation coefficient (also known as 

Pearson’s r or simply the correlation coefficient) 

measures the linear relationship between two variables, 

typically denoted as  and . The formula for calculating 

the Pearson correlation coefficient is as follows: 

  ∑     
∑    ∑   

, 1 
where  is the number of data points (the size of the 

dataset),  and  are the individual data points of the 

variables  and , and finally  and  are the mean 

(average) values of  and , respectively. 

The incorporation of Pearson correlation in our study is 

integral to the assessment of phylogenetic relationships 

and evolutionary analysis. Pearson’s correlation, a 

measure of the linear correlation between two variables, 

provides a quantifiable means to assess the degree of 

similarity or divergence between different taxa based on 

their phylogenetic profiles. This statistical tool is 

particularly effective in discerning the strength and 

direction of a linear relationship between two sets of 

data, which in our context, are the phylogenetic traits or 

features of different organisms. By applying Pearson 

correlation, we can systematically compare these traits to 

draw inferences about evolutionary patterns and 

relationships. Our approach aligns with contemporary 

advancements in phylogenetic profiling, where measures 

like Pearson correlation have been used to infer global 

protein-protein interactions and handle large genomic 

datasets effectively, as demonstrated in the study of 

Saccharomyces cerevisiae and Escherichia coli genomes 

[33]. This method’s efficacy, especially in comparison to 

other measures such as mutual information and distance 

correlation, underscores its relevance and utility in our 

analysis. 

III. METHOD 

In this study, we introduce a novel methodological 

approach to determine the maximum parsimony in 

phylogenetic trees, distinguished by its efficient single-

stage process. This approach is compared with the 

established Fitch algorithm, a keystone in phylogenetic 

analysis, known for its two-stage ‘leaf-to-root’ and ‘root-

to-leaf’ traversal process. Notably, the Fitch algorithm, 

which has been widely used for phylogenetic tree 

reconstruction and serves as a benchmark in our 

comparative analysis. 

Unlike conventional two-stage methods such as the Fitch 

algorithm, which operate through both ‘leaf-to-root’ and 

‘root-to-leaf’ stages, our method simplifies the analysis 

by focusing exclusively on a ‘leaf-to-root’ traversal. This 

innovation effectively halves the computational steps 

typically required, as it eliminates the need for the 

subsequent ‘root-to-leaf’ stage. Conceptually, if  

represents the computational effort of a traditional 

method like Fitch’s, then our method, , can be said to 

operate at 

 in terms of computational, or 

mathematically,   2 ⋅  in terms of efficiency. 

This significant enhancement not only accelerates the 

analytical process but also maintains the accuracy and 
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approach (TaxaTreeMapper) represents a substantial 
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streamlined and time-efficient solution for uncovering 

evolutionary relationships. This methodology, with its 

single-stage focus, is not only a testament to the potential 
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practical solution that addresses the computational 

challenges often encountered in extensive biological 

datasets. 

The TaxaTreeMapper algorithm applies set theory 

operations to clarify phylogenetic relationships. It starts 

with a ‘leaf-to-root’ assessment, as in Figure 1 where 

taxa A, B, and C are compared for their feature states. 

Discrepancies between taxa, like   1 and   0, lead 

to an interim ambiguous state   2. The algorithm 

resolves this by checking the overlap with any resolved  

neighboring node states. If taxon C also has the state of 

1, then the algorithm concludes the ancestral state R to be 

1, through the intersection with the ambiguous state. 

Illustrated in Figure 1, this method streamlines the 

determination of the most likely internal node states, 

improving the precision of phylogenetic tree 

reconstruction. 

The TaxaTreeMapper streamlines the process for 

ancestral state reconstruction into a single stage. It also 

starts at the leaves, but as it ascends the tree, it uses 

information from the subsequent ancestor (e.g., ancestor 

of A & B derives its state from C) to determine the states 

of intermediate ancestors directly refer to Figure 1. This 

approach not only simplifies the state determination 

process but also allows for simultaneous calculation of 

the tree length and the total number of changes, 

enhancing efficiency particularly for extensive datasets. 

Figure 1: ‘Leaf-to-Root’ ancestral state 

reconstruction in TaxaTreeMapper 

 

Figure 1: ‘Leaf-to-Root’ ancestral state reconstruction in 
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Ambiguous states, denoted by a predetermined value 

within the dataset, are systematically managed by the 

TaxaTreeMapper algorithm, particularly in steps 5.4 and 

5.6 These steps incorporate ambiguous states into the 

intersection operation, ensuring that uncertainties in data 

do not compromise the accuracy of the phylogenetic 

analysis. 

Furthermore, the calculation of the symmetric difference 

between sets identifying features unique to each taxon 

occurs in step 5.8. This difference highlights the 

evolutionary divergence and is crucial for calculating the 

tree length, representing the extent of evolutionary 

adaptations since the taxa branched from their last 

common ancestor. 

The algorithm then updates the dataset with a new set 

representing hypothetical ancestral taxa in step 6. This 

new set, a combination of intersected and unique 

elements, is pivotal for updating the feature set for each 

node in a ‘leaf-to-root’ traversal of the phylogenetic tree. 

The ‘leaf-to-root’ traversal, the primary focus of the 

TaxaTreeMapper algorithm, simplifies the analysis 

process and enhances the precision of phylogenetic 

inference by compiling shared and distinctive traits 

accurately. This is illustrated in steps 4 through 7 of the 

TaxaTreeMapper Algorithm 1. 

Initially, the TaxaTreeMapper determines the number of 

taxa from the given dataset and initializes various 

variables and counters to their respective default values. 

The primary focus then shifts to traversing the 

phylogenetic tree sequence, where each feature is 

processed in sequence. 

 

Beginning at the top of Algorithm 1, the algorithm 

initializes the necessary variables, including the dataset. 

The main input and output in this case the phylogenetic 

tree node, dataset as input and treeLength and inferred 

state for the phylogenetic tree as an output. 

IV. RESULT AND DISCUSSION 

This section presents a comparative analysis of the 

TaxaTreeMapper algorithm against Fitch algorithm, 

focusing on tree length determination, computational 

efficiency, and the handling of cladograms in 

phylogenetic analysis. We then discuss the inherent 

advantages of the TaxaTreeMapper algorithm, 

underpinned by the empirical results. 

1) Comparative Analysis 

In Figure 2, we illustrate the comparative analysis of tree 

lengths generated by the TaxaTreeMapper algorithm and 

the Fitch algorithm. The histogram in Figure 2.a, the 

sorted length curves in Figure 2.b, and the boxplot in 

Figure 2.c collectively highlight the similarity in tree 

length calculations and the distinct efficiencies between 

the two methods. Our findings suggest that 

TaxaTreeMapper consistently identifies the global 

minimum for maximum parsimony trees more efficiently 

than the Fitch process, which relies on a two-phase 

approach. 

Figure 2 underscores the significant overlap in tree length 

evaluations between TaxaTreeMapper and Fitch across 

approximately 2.5 million diverse phylogenetic trees. 

This comparison validates the efficiency of 

TaxaTreeMapper in closely matching the established 

Fitch method while using a single-phase approach. 

Algorithm 1: The main steps of the TaxaTreeMapper 

Input: A node of a phylogenetic tree (root node to start), 

dataset 

Output: The inferred state for the node, treeLength for the 

entire tree 

________________________________________________ 

Function TaxaTreeMapper(node, dataset): 

1. If node is a leaf: 

1.1. Return the state of the leaf node from the dataset, and 

0 as the treeLength. 

2. Initialize Gab as an empty set for accumulating the node's 

inferred state. 

3. Initialize localTreeLength = 0 to track state changes at 

this node. 

4. For the first child of the node, establish a reference state 

(Ga): 

4.1. Ga, childTreeLength = TaxaTreeMapper(first child, 

dataset). 

4.2. Set Gab to Ga initially. 

4.3. Update localTreeLength += childTreeLength. 

5. For each remaining child k (starting from the second child 

to the last): 

5.1. Gb, childTreeLength = TaxaTreeMapper(k, dataset). 

5.2. Update localTreeLength += childTreeLength. 

5.3. Perform intersection and union operations: 

5.4. Intersection: If Ga ∩ Gb is not empty, Gab = Gab ∩ 

Gb. 

5.5. Union with resolution: If Ga ∩ Gb is empty, then 

Gab = Gab ∪ Gb, but resolve `{2}` where possible: 

5.6. For each feature in Gab marked as `{2}`, if Gb has a 

known state, replace `{2}` in Gab with Gb's state. 

5.7. Conversely, for each `{2}` in Gb and known in Ga, 

update Gab accordingly. 

5.8. Determine unique changes: uniqG = (Ga Δ Gb) - 

`{2}` elements, where Δ represents the symmetric 

difference. 

5.9. Update localTreeLength for each unique change not 

involving `{2}`, as these represent evolutionary 

events. 

5.10. Mark unresolved differences as `{2}` in Gab for 

the next iteration. 

6. After processing all children, the dataset is updated with 

the resolved state Gab for the internal node. 

7. Return Gab as the node's state and localTreeLength. 
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Figure 2: Comparative Efficiency of Tree Length 

Determination between TaxaTreeMapper and Fitch 

Algorithms 
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Despite the foundational differences in their operational 

stages—TaxaTreeMapper using a single-phase approach 

versus the two-phase process of Fitch—both methods 

consistently identified the global minimum tree length 

and exhibited a significant overlap in their evaluations of 

near-optimal tree lengths. This comparison not only 

demonstrates the algorithms’ capability to accurately 

determine the most parsimonious tree but also validates 

the efficiency of TaxaTreeMapper in achieving results 

that align closely with the established Fitch method. 

2) Pearson Correlation Coefficient Analysis 

A Pearson correlation coefficient (r) analysis further 

substantiates the similarity between the algorithms. With 

r values of 0.91 for the same amount of trees that been 

tested in the comparative analysis. The analysis confirms 

a strong positive linear relationship between the tree 

lengths determined by TaxaTreeMapper and those by 

Fitch, indicating a convergence towards a global 

minimum by the TaxaTreeMapper algorithm. 

It is noteworthy that when r equals 0.91, the estimated 

number of trees was approximately 2.5×10^6. 

Conversely, when r equals 0.956, the number of trees 

was precisely 2988. This observation provides a clear 

indication that the TaxaTreeMapper algorithm converges 

towards a global minimum. 

3) Computational Efficiency 

In Figure 3, we present of the running time of 

TaxaTreeMapper algorithm and Fitch algorithm. The 

elapsed time measurements clearly illustrate that 

TaxaTreeMapper outperforms the Fitch algorithm in 

terms of computational efficiency. 

Figure 3: Tree processing time for 

TaxaTreeMapper algorithm verses Fitch algorithm. 

 

The experimental evaluation was conducted on a system 

running Windows 10 Pro Version 22H2, equipped with 

an Intel(R) Core(TM) i7-2720QM CPU at 2.20GHz and 

20GB of RAM, operating on a 64-bit architecture. The 

performance metrics for both the TaxaTreeMapper and 

Fitch algorithms were obtained using implementations 

coded in MATLAB R2023b. This hardware and software 

environment was chosen to ensure a consistent and 

controlled platform for benchmarking the computational 

efficiency of the phylogenetic analysis algorithms under 

investigation. 

In Figure 4, the results show that TaxaTreeMapper 

generated four cladograms with identical minimum 

parsimony scores 229, also known as tree length. In 

contrast, the application of the Fitch algorithm yielded 

only two cladograms (a and b) as a global minimum. On 

other hands, the TaxaTreeMapper algorithm identified 

cladograms Figure 4.c and Figure 4.d as having a global 

minimum parsimony [16] score of 229. However, the 

Fitch algorithm attributed these same cladograms with 

higher tree lengths of 234. This divergence in scores 

initially suggests that TaxaTreeMapper incorrectly assess 

Figure 2: Comparative Efficiency of Tree Length Determination 
between TaxaTreeMapper and Fitch Algorithms

Figure 3: Tree processing time for TaxaTreeMapper algorithm verses 
Fitch algorithm.
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these cladograms as optimal. While it may appear as a 

limitation, a closer examination of the Pearson 

correlation coefficient (r) between the tree lengths 

calculated by TaxaTreeMapper and Fitch reveals a high 

degree of correlation across the dataset. This indicates 

that, despite the identified discrepancies, the 

TaxaTreeMapper algorithm performs consistently with 

the Fitch algorithm for most cases. 

Figure 4: Comparative Cladograms of Semitic Scripts 

Generated by TaxaTreeMapper Algorithm 

(a) 

 

(b) 

 
(c) 

 

(d) 

 
 

4) Empirical Validation 

Table 1 quantifies the runtime efficiency of the 

TaxaTreeMapper algorithm, denoted as , against the 

Fitch algorithm, denoted as , across 50 random 

sampling trees. The use of  and  provides a simplified 

notation that facilitates the mathematical comparison of 

runtimes. The column labeled α to represent the runtime 

of TaxaTreeMapper, while the column labeled β for the 

Fitch algorithm's runtime. This symbolic representation 

streamlines the discussion and calculation of the 

efficiency metric, particularly in the subsequent 

computation of the Mean Squared Error (MSE). 

The mean squared error (MSE), calculated is equal to 6.48 × 10, is derived from the squared differences 

between  and 

. A lower MSE corroborates the 

hypothesis that TaxaTreeMapper is about twice as fast as 

the Fitch algorithm. 

Table1: Comparative Runtime Analysis of 

TaxaTreeMapper (TTM) and Fitch Algorithms Across 

Phylogenetic Trees 

 Runtime   

 

 
  

 

1 0.006 0.02 0.01 0.000016 

2 0.004 0.016 0.008 0.000016 

3 0.004 0.019 0.0095 0.00003025 

4 0.004 0.014 0.007 0.000009 

5 0.004 0.013 0.0065 0.00000625 

6 0.004 0.013 0.0065 0.00000625 

7 0.004 0.013 0.0065 0.00000625 

8 0.004 0.015 0.0075 0.00001225 

9 0.004 0.012 0.006 0.000004 

10 0.004 0.013 0.0065 0.00000625 

11 0.004 0.012 0.006 0.000004 

12 0.004 0.012 0.006 0.000004 

13 0.004 0.013 0.0065 0.00000625 

14 0.004 0.013 0.0065 0.00000625 

15 0.005 0.012 0.006 0.000001 

16 0.004 0.012 0.006 0.000004 

17 0.004 0.014 0.007 0.000009 

18 0.004 0.013 0.0065 0.00000625 

19 0.005 0.012 0.006 0.000001 

20 0.004 0.013 0.0065 0.00000625 

21 0.004 0.013 0.0065 0.00000625 

22 0.004 0.013 0.0065 0.00000625 

23 0.004 0.013 0.0065 0.00000625 

24 0.004 0.012 0.006 0.000004 

25 0.004 0.012 0.006 0.000004 

26 0.004 0.013 0.0065 0.00000625 

27 0.004 0.013 0.0065 0.00000625 

28 0.004 0.012 0.006 0.000004 

29 0.004 0.012 0.006 0.000004 

30 0.004 0.012 0.006 0.000004 

31 0.004 0.012 0.006 0.000004 

32 0.004 0.013 0.0065 0.00000625 

33 0.004 0.014 0.007 0.000009 

Figure 4: Comparative Cladograms of Semitic Scripts Generated by 
TaxaTreeMapper Algorithm

TABLE I
Comparative runtime analysis of taxatreemapper (ttm) and 

fitCh algorithms aCross phylogenetiC trees
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these cladograms as optimal. While it may appear as a 

limitation, a closer examination of the Pearson 

correlation coefficient (r) between the tree lengths 

calculated by TaxaTreeMapper and Fitch reveals a high 

degree of correlation across the dataset. This indicates 

that, despite the identified discrepancies, the 

TaxaTreeMapper algorithm performs consistently with 

the Fitch algorithm for most cases. 
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degree of correlation across the dataset. This indicates 

that, despite the identified discrepancies, the 

TaxaTreeMapper algorithm performs consistently with 

the Fitch algorithm for most cases. 

Figure 4: Comparative Cladograms of Semitic Scripts 

Generated by TaxaTreeMapper Algorithm 

(a) 

 

(b) 

 
(c) 

 

(d) 

 
 

4) Empirical Validation 

Table 1 quantifies the runtime efficiency of the 

TaxaTreeMapper algorithm, denoted as , against the 

Fitch algorithm, denoted as , across 50 random 

sampling trees. The use of  and  provides a simplified 

notation that facilitates the mathematical comparison of 

runtimes. The column labeled α to represent the runtime 

of TaxaTreeMapper, while the column labeled β for the 

Fitch algorithm's runtime. This symbolic representation 

streamlines the discussion and calculation of the 

efficiency metric, particularly in the subsequent 

computation of the Mean Squared Error (MSE). 

The mean squared error (MSE), calculated is equal to 6.48 × 10, is derived from the squared differences 

between  and 

. A lower MSE corroborates the 

hypothesis that TaxaTreeMapper is about twice as fast as 

the Fitch algorithm. 

Table1: Comparative Runtime Analysis of 

TaxaTreeMapper (TTM) and Fitch Algorithms Across 

Phylogenetic Trees 

 Runtime   

 

 
  

 

1 0.006 0.02 0.01 0.000016 

2 0.004 0.016 0.008 0.000016 

3 0.004 0.019 0.0095 0.00003025 

4 0.004 0.014 0.007 0.000009 

5 0.004 0.013 0.0065 0.00000625 

6 0.004 0.013 0.0065 0.00000625 

7 0.004 0.013 0.0065 0.00000625 

8 0.004 0.015 0.0075 0.00001225 

9 0.004 0.012 0.006 0.000004 

10 0.004 0.013 0.0065 0.00000625 

11 0.004 0.012 0.006 0.000004 

12 0.004 0.012 0.006 0.000004 

13 0.004 0.013 0.0065 0.00000625 

14 0.004 0.013 0.0065 0.00000625 

15 0.005 0.012 0.006 0.000001 

16 0.004 0.012 0.006 0.000004 

17 0.004 0.014 0.007 0.000009 

18 0.004 0.013 0.0065 0.00000625 

19 0.005 0.012 0.006 0.000001 

20 0.004 0.013 0.0065 0.00000625 

21 0.004 0.013 0.0065 0.00000625 

22 0.004 0.013 0.0065 0.00000625 

23 0.004 0.013 0.0065 0.00000625 

24 0.004 0.012 0.006 0.000004 

25 0.004 0.012 0.006 0.000004 

26 0.004 0.013 0.0065 0.00000625 

27 0.004 0.013 0.0065 0.00000625 

28 0.004 0.012 0.006 0.000004 

29 0.004 0.012 0.006 0.000004 

30 0.004 0.012 0.006 0.000004 

31 0.004 0.012 0.006 0.000004 

32 0.004 0.013 0.0065 0.00000625 

33 0.004 0.014 0.007 0.000009 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 7 

these cladograms as optimal. While it may appear as a 

limitation, a closer examination of the Pearson 

correlation coefficient (r) between the tree lengths 

calculated by TaxaTreeMapper and Fitch reveals a high 

degree of correlation across the dataset. This indicates 

that, despite the identified discrepancies, the 

TaxaTreeMapper algorithm performs consistently with 

the Fitch algorithm for most cases. 

Figure 4: Comparative Cladograms of Semitic Scripts 

Generated by TaxaTreeMapper Algorithm 

(a) 

 

(b) 

 
(c) 

 

(d) 

 
 

4) Empirical Validation 

Table 1 quantifies the runtime efficiency of the 

TaxaTreeMapper algorithm, denoted as , against the 

Fitch algorithm, denoted as , across 50 random 

sampling trees. The use of  and  provides a simplified 

notation that facilitates the mathematical comparison of 

runtimes. The column labeled α to represent the runtime 

of TaxaTreeMapper, while the column labeled β for the 

Fitch algorithm's runtime. This symbolic representation 

streamlines the discussion and calculation of the 

efficiency metric, particularly in the subsequent 

computation of the Mean Squared Error (MSE). 

The mean squared error (MSE), calculated is equal to 6.48 × 10, is derived from the squared differences 

between  and 

. A lower MSE corroborates the 

hypothesis that TaxaTreeMapper is about twice as fast as 

the Fitch algorithm. 

Table1: Comparative Runtime Analysis of 

TaxaTreeMapper (TTM) and Fitch Algorithms Across 

Phylogenetic Trees 

 Runtime   

 

 
  

 

1 0.006 0.02 0.01 0.000016 

2 0.004 0.016 0.008 0.000016 

3 0.004 0.019 0.0095 0.00003025 

4 0.004 0.014 0.007 0.000009 

5 0.004 0.013 0.0065 0.00000625 

6 0.004 0.013 0.0065 0.00000625 

7 0.004 0.013 0.0065 0.00000625 

8 0.004 0.015 0.0075 0.00001225 

9 0.004 0.012 0.006 0.000004 

10 0.004 0.013 0.0065 0.00000625 

11 0.004 0.012 0.006 0.000004 

12 0.004 0.012 0.006 0.000004 

13 0.004 0.013 0.0065 0.00000625 

14 0.004 0.013 0.0065 0.00000625 

15 0.005 0.012 0.006 0.000001 

16 0.004 0.012 0.006 0.000004 

17 0.004 0.014 0.007 0.000009 

18 0.004 0.013 0.0065 0.00000625 

19 0.005 0.012 0.006 0.000001 

20 0.004 0.013 0.0065 0.00000625 

21 0.004 0.013 0.0065 0.00000625 

22 0.004 0.013 0.0065 0.00000625 

23 0.004 0.013 0.0065 0.00000625 

24 0.004 0.012 0.006 0.000004 

25 0.004 0.012 0.006 0.000004 

26 0.004 0.013 0.0065 0.00000625 

27 0.004 0.013 0.0065 0.00000625 

28 0.004 0.012 0.006 0.000004 

29 0.004 0.012 0.006 0.000004 

30 0.004 0.012 0.006 0.000004 

31 0.004 0.012 0.006 0.000004 

32 0.004 0.013 0.0065 0.00000625 

33 0.004 0.014 0.007 0.000009 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 7 

these cladograms as optimal. While it may appear as a 

limitation, a closer examination of the Pearson 

correlation coefficient (r) between the tree lengths 

calculated by TaxaTreeMapper and Fitch reveals a high 

degree of correlation across the dataset. This indicates 

that, despite the identified discrepancies, the 

TaxaTreeMapper algorithm performs consistently with 

the Fitch algorithm for most cases. 

Figure 4: Comparative Cladograms of Semitic Scripts 

Generated by TaxaTreeMapper Algorithm 

(a) 

 

(b) 

 
(c) 

 

(d) 

 
 

4) Empirical Validation 

Table 1 quantifies the runtime efficiency of the 

TaxaTreeMapper algorithm, denoted as , against the 

Fitch algorithm, denoted as , across 50 random 

sampling trees. The use of  and  provides a simplified 

notation that facilitates the mathematical comparison of 

runtimes. The column labeled α to represent the runtime 

of TaxaTreeMapper, while the column labeled β for the 

Fitch algorithm's runtime. This symbolic representation 

streamlines the discussion and calculation of the 

efficiency metric, particularly in the subsequent 

computation of the Mean Squared Error (MSE). 

The mean squared error (MSE), calculated is equal to 6.48 × 10, is derived from the squared differences 

between  and 

. A lower MSE corroborates the 

hypothesis that TaxaTreeMapper is about twice as fast as 

the Fitch algorithm. 

Table1: Comparative Runtime Analysis of 

TaxaTreeMapper (TTM) and Fitch Algorithms Across 

Phylogenetic Trees 

 Runtime   

 

 
  

 

1 0.006 0.02 0.01 0.000016 

2 0.004 0.016 0.008 0.000016 

3 0.004 0.019 0.0095 0.00003025 

4 0.004 0.014 0.007 0.000009 

5 0.004 0.013 0.0065 0.00000625 

6 0.004 0.013 0.0065 0.00000625 

7 0.004 0.013 0.0065 0.00000625 

8 0.004 0.015 0.0075 0.00001225 

9 0.004 0.012 0.006 0.000004 

10 0.004 0.013 0.0065 0.00000625 

11 0.004 0.012 0.006 0.000004 

12 0.004 0.012 0.006 0.000004 

13 0.004 0.013 0.0065 0.00000625 

14 0.004 0.013 0.0065 0.00000625 

15 0.005 0.012 0.006 0.000001 

16 0.004 0.012 0.006 0.000004 

17 0.004 0.014 0.007 0.000009 

18 0.004 0.013 0.0065 0.00000625 

19 0.005 0.012 0.006 0.000001 

20 0.004 0.013 0.0065 0.00000625 

21 0.004 0.013 0.0065 0.00000625 

22 0.004 0.013 0.0065 0.00000625 

23 0.004 0.013 0.0065 0.00000625 

24 0.004 0.012 0.006 0.000004 

25 0.004 0.012 0.006 0.000004 

26 0.004 0.013 0.0065 0.00000625 

27 0.004 0.013 0.0065 0.00000625 

28 0.004 0.012 0.006 0.000004 

29 0.004 0.012 0.006 0.000004 

30 0.004 0.012 0.006 0.000004 

31 0.004 0.012 0.006 0.000004 

32 0.004 0.013 0.0065 0.00000625 

33 0.004 0.014 0.007 0.000009 



TaxaTreeMapper: A Novel Algorithm for Phylogenetic  
Ancestral State Reconstruction Using Set Theory

SPECIAL ISSUE ON AI TRANSFORMATION 14

Special Issue
of the Infocommunication Journal

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 8 

34 0.004 0.012 0.006 0.000004 

35 0.004 0.012 0.006 0.000004 

36 0.004 0.013 0.0065 0.00000625 

37 0.004 0.012 0.006 0.000004 

38 0.004 0.014 0.007 0.000009 

39 0.006 0.014 0.007 0.000001 

40 0.004 0.013 0.0065 0.00000625 

41 0.004 0.012 0.006 0.000004 

42 0.004 0.013 0.0065 0.00000625 

43 0.004 0.012 0.006 0.000004 

44 0.004 0.014 0.007 0.000009 

45 0.004 0.013 0.0065 0.00000625 

46 0.004 0.013 0.0065 0.00000625 

47 0.004 0.013 0.0065 0.00000625 

48 0.004 0.013 0.0065 0.00000625 

49 0.006 0.016 0.008 0.000004 

50 0.004 0.013 0.0065 0.00000625 

Figure 3 visually depicts the data presented in Table 1, 

illustrating the runtime comparison between the 

TaxaTreeMapper and Fitch algorithms for each of the 50 

phylogenetic trees sampled. The graphical representation 

allows for an immediate visual grasp of the runtime 

dynamics where TaxaTreeMapper consistently 

outperforms Fitch, as indicated by the shorter processing 

times. 

V. CONCLUSIONS 

The TaxaTreeMapper algorithm employs set theory to 

enhance accuracy and efficiency in processing 

phylogenetic trees. By integrating with associated 

datasets, it simplifies analysis and accurately identifies 

evolutionary features. It adeptly handles complex 

relationships and large datasets, providing outputs such 

as tree length and hypothetical taxa. 

By condensing the ancestral state reconstruction into a 

single traversal from leaf to root, TaxaTreeMapper not 

only simplifies the computational process but also proves 

to be computationally twice as efficient as the Fitch 

algorithm. This remarkable increase in efficiency does 

not come at the cost of accuracy, with TaxaTreeMapper 

demonstrating a strong correlation with Fitch's results in 

identifying global minima. The foundational principles of 

TaxaTreeMapper emphasize streamlining phylogenetic 

analysis, making it especially advantageous for handling 

large datasets where computational resources are at a 

premium. 

The TaxaTreeMapper algorithm offers an innovative 

approach that enhances efficiency and reduces 

complexity. Its ability to quickly and accurately construct 

phylogenetic trees represents a substantial leap forward 

from the traditional, more time-intensive methods. 

Though TaxaTreeMapper may occasionally yield false 

positives due to its heuristic approach diverging from 

Fitch's conservative estimations, its overall 

computational efficiency and ability to quickly converge 

on global minima present a compelling advantage. In 

extensive phylogenetic analyses, where computational 

resources are constrained, TaxaTreeMapper's speed and 

general accuracy provide a favorable balance between 

performance and resource utilization. 

Acknowledging differences between TaxaTreeMapper 

and Fitch, it's crucial to weigh overall performance 

metrics. TaxaTreeMapper's emphasis on efficiency and 

speed makes it valuable in high throughput phylogenetic 

analysis. Thus, considering its performance profile and 

correlation with Fitch’s results, TaxaTreeMapper stands 

as a robust alternative, especially in scenarios requiring 

rapid tree length estimations. 
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     Abstract—The current set of web accessibility evaluation tools 
requires a certain specification of information that requires user 
or expert perspectives. To improve the correctness and 
effectiveness of the evaluated result, expert perspectives can lead 
to great success, especially for the information that requires great 
effort, knowledge, and broadening research to set their 
determinator. Also, from the literature, not much effort is being 
observed to develop solutions for web accessibility evaluation 
addressing expert perspectives.  Besides, the correctness of the 
evaluation report also depends on the used methods and 
technologies. Thus, consideration of advanced techniques might 
improve the performance of the assessment report. Therefore, in 
this paper, we aim to propose a framework to evaluate the 
accessibility of web content considering several evaluation 
criteria from expert perspectives considering several advanced 
techniques specifically Artificial Intelligence (AI) techniques. The 
proposed framework includes fifteen criteria that we obtained 
from consulting web experts and researchers that have a great 
effect on assessing the accessibility from the user's point of view. 
The proposed methodology evaluates accessibility following three 
phases: (a) identification of evaluation criteria from expert 
perspectives, (b) execution of the web accessibility evaluation 
process involving different evaluation algorithms incorporating 
different AI techniques, and (c) validate the framework through 
experimental and user-centric study to follow-up its 
computational ability. The proposed method is dynamic in nature 
and can be applied to different platforms to evaluate multiple 
web pages. 
 
Index Terms— Web accessibility evaluation, algorithmic evaluation, 
automated evaluation, user-centric design, social inclusion. 

I. INTRODUCTION 
     With the rapid growth of digital opportunities, 
interconnecting and processing information from web 
platforms (e.g., webpages) is becoming a common aspect of 
our daily activities. However, WebAIM reported that in 2023, 
across the world, 96.3% of webpages do not ensure full 
accessibility as it is quite difficult to offer a completely 
accessible platform that requires great effort and careful 
observation [1]. With this in mind, many studies addressed the 
importance of accessibility needs that should be focused on in 
the development stage for providing complete support of 
accessibility criteria [2]. 
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     From this perspective, they suggested incorporating the 
Web Content Accessibility Guideline (WCAG) as it has a 
great role in facilitating the evaluation process of web content. 
Besides, it is a valuable resource to identify many aspects of 
the web that are relatively impossible to detect without having 
proper guidelines for the end users. However, along with 
numerous potentialities of WCAG, studies reported that 
WCAG does not cover every aspect that may cause 
accessibility issues [3]. This is might happen as the web are 
dynamic platform and it's continuously changing, also 
developers are injecting several advanced prototypes into the 
web. Therefore, after a long-term debate, ongoing research, 
and enormous effort, many web researchers concluded that 
consideration of additional criteria along with WCAG might 
be a wise decision to improve and make the web content 
accessibility evaluation result reliable and effective, similar to 
an approach proposed by Josefin Carlbring [4]. 
     Focusing on this particular aspect, we evaluated several 
recent studies from the state-of-the-art literature (can be found 
in section 2) and concluded that none of the recent existing 
studies consider additional criteria from user or expert 
perspectives to evaluate the accessibility of web platforms. 
Most of them focus only on usability and accessibility criteria 
from various platforms such as multiple guidelines or 
standards including aesthetic design, cognitive load, etc. but 
do not really focus on the user or expert perspective. User or 
expert perspectives play a vital role in identifying some 
additional criteria from their personal experience that could be 
helpful for accessibility evaluation [5,6]. Besides, to 
implement the selected criteria in real-life applications, an 
advanced and improved web accessibility testing tool is an 
emerging need as successfully implementing these criteria 
requires advanced and updated techniques. In the previous 
literature, several approaches have already implemented 
different methods and techniques to evaluate several 
accessibility criteria such as ontology modeling [7], agile 
methods [8], variable magnitude approach [9], etc. However, 
in some cases, these techniques are not efficient enough to 
improve the performance of the developed tool. Some recent 
studies addressed this issue and enhanced the importance of 
incorporating several Artificial Intelligence (AI) techniques in 
implementing and evaluating the accessibility criteria that 
could bring some great and significant outcomes to contribute 
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to the accessibility domain of web platforms [10-12]. 
Addressing this manner, in this paper, we have considered 
expert opinion or perspectives as an important factor, and 
selected 15 major attributes for evaluating webpage 
accessibility through our proposed framework where the 
proposed framework is developed considering several AI 
techniques, specifically NLP methods and some auxiliary 
functions. 
     The main aim of this paper is to contribute to the 
accessibility perspective of digital platforms by proposing an 
automated web accessibility evaluation framework 
incorporating AI techniques to determine webpage 
accessibility according to the additional evaluation criteria 
from expert perspectives. The proposed system is dynamic in 
nature, it can be integrated or implemented for any webpage 
evaluation considering the webpage URL as input to process 
and generate the result. The prime contributions of this 
research work are listed as follows: 
• In our proposed framework, fifteen key attributes are 
considered that are beyond web content accessibility 
guidelines related to the web page's arbitrary information and 
content information. 
• To validate the proposed framework, an experimental 
evaluation has been performed considering 15 healthcare 
webpages from Hungary.  
• Along with this, we have conducted a questionnaire-based 
evaluation to evaluate their accessibility considering the 
selected 15 attributes for the same webpages that we used to 
evaluate through our proposed framework. 
• Finally, we conclude the accessibility status of the evaluated 
webpages with identified issues that require additional 
consideration in the future to improve the accessibility of the 
tested webpages. 
     This paper is organized as follows. Section 2 provides a 
brief review of related studies that contributed recently to this 
field. Section 3 discusses the methodology of the proposed 
framework by demonstrating the system architecture, design, 
development, implementation, and validation strategies in 
detail. Section 4 provides a detailed discussion. Finally, 
Section 5 concludes the paper with some recommendations 
and future directions. 

II. RELATED STUDIES 
     Web Content Accessibility Guideline (WCAG) was 
initiated for the advancement of public and private sector 
practitioners to direct them about some extensive criteria 
related to the design and development of web platforms in 
order to motivate designers and developers to implement such 
criteria to ensure complete access opportunities for the people 
with disabilities [13,14]. However, mainly, the focus of 
WCAG is on the technical artifact of the web, but not on users' 
and experts’ perspectives. This means that the conformance of 
WCAG is technical-oriented rather than evaluating user 
experience, more particularly, the needs of people with 
specific needs. Therefore, we argue that this could be a 
contributing factor to reducing accessibility opportunities from 
real-life facts. 

     Recently, there have been several studies conducted by 
considering accessibility as the prime resource to assess issues 
with web navigation. For example, Bigham et al. [15] 
concluded several crowdsourced methods that contribute to 
web accessing barriers. Unfortunately, they concluded that 
though these methods have effectiveness in accessibility issues 
evaluation, most of them were a particular guideline-specific 
approach. Abhirup Sinha [16] evaluated several Indian web 
pages regarding web content accessibility guidelines 
incorporating several automated accessibility testing tools. 
They concluded their findings by highlighting the importance 
of accessibility improvements. In another study, a similar 
approach was also conducted by Parmanto and Zeng [17] by 
proposing their custom accessibility evaluation metrics (called 
WAB score). Also, Miranda and Araujo [18] proposed a 
framework to support in analysis, development, and validation 
of accessibility requirements following the agile routine. Their 
prime objective is to improve the specification and 
demonstrate accessibility requirements through a goal-oriented 
model according to the WCAG. In another study, Alzahrani, 
and Al‑Aama [19] proposed a framework, namely, the social 
media accessibility framework (SMAF), to evaluate the 
accessibility of social media platforms specifically for people 
with hearing and visual disabilities. Their evaluation showed 
that the ratio of accessibility was noticeable when the 
guidelines were followed during the development. Besides, 
few studies focused on guidelines from the Americans with 
Disabilities Act (ADA). Fichtner and Strader [20] stated that 
to make a website accessible according to ADA compliance, 
developers need to incorporate advanced tools and at the same 
time, they need adequate training to design accessible websites 
effectively. 
     However, considering user requirements or expert 
perspectives, a limited number of studies have been noticed in 
the literature. In one of the studies, Koutsabasis et al. [21] 
proposed a web accessibility evaluation framework 
considering user requirements related to colors, style sheets, 
and images. Another study conducted by Akgül et al. [22] 
evaluated web platforms considering the user requirements 
related to accessibility, usability, readability, and security 
issues.  
     These user-centric approaches have a limited number of 
user criteria in consideration as issues with accessibility tend 
to evaluate every aspect of web objects including arbitrary 
information, structural objects, and visual aspects. Besides, 
along with user criteria, regarding the technological aspects, 
most of the related works developed their framework 
considering some traditional methods and techniques such as 
ontological model, heuristic model, agile techniques, etc. 
which is also a crucial issue that needs to be focused to 
improve the performance of the developed model or generated 
reports. 
     Addressing all of these issues, first, we have conducted an 
extensive study involving experts to identify the additional 
criteria that are beyond WCAG criteria and crucial to 
improving the accessibility of the web platform. Later, we 
validated webpages using the selected criteria through our 
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proposed framework where we considered several AI 
techniques that have a great contribution to identifying the 
accessibility status of the tested webpages in terms of the 
selected criteria and improving the performance of the 
evaluation method.

III. MATERIAL AND METHODS

This section is structured by demonstrating the selected 

evaluation criteria, and the proposed framework with 
clarifying its design and development process. Also, the 
proposed framework has been validated through an 
experimental process where we experimented and evaluated a 
bunch of samples of webpages.

Fig. 1: The System Architecture of the proposed model

A. Evaluation Criteria Selection
As literature supported that web content accessibility 

guidelines could not support every aspect related to 
accessibility, thus our prime focus in this work is to identify 
what are the additional criteria that could be effective in 
facilitating the evaluation process along with WCAG. 
Addressing this issue, we conducted an expert study where we 
interviewed five experts and asked their suggestions about the 
possible potential additional criteria that weren’t mentioned in 
the WCAG and might be valuable to incorporate into the 
evaluation process. All of the experts were from the 
Department of Electrical Engineering and Information 
Systems, University of Pannonia, Veszprem, Hungary. Three 
experts have more than 20 years of experience in the 
accessibility of digital platforms and others have more than 5 
years of experience in this field. Based on their feedback, we 
identified 15 criteria that could be used as additional criteria 
and might be effective for facilitating the website accessibility 
evaluation. The selected 15 criteria are related to two 
distinctive aspects such as arbitrary information {sever status; 
webpage loading time; and webpage length}, and the content 
information {paragraph length; the ratio of Hyperlinks; 
webpage default language; user information; CAPTCHA; 
multiple language options; image ratio; text font family; text 
font size; text pattern; content type; audio/video content ratio}. 
All of these aspects have been analyzed through several 
criteria using three separate algorithms. The whole automated 
evaluation process has been described in detail in the 
following sections.

B. System Architecture, Design, and Development
The proposed framework has four distinctive layers as 

shown in Figure 1. The first layer is responsible for data 
initialization, the second layer is responsible for data 
extraction, the third layer is for extracted data evaluation 
through algorithmic observation and the final layer is 
responsible for output representation. All of these layers are 
described in detail in the following subsections:

a) Data Initialization Layer: The data initialization layer 
performs the tasks of accessing the HTML code of the tested 
webpage via the URL of the page. We used sublime text editor 
as a development framework and Python programming 
language to write the script. For HTML code access, we used 
an HTML parser which parses the HTML code and facilitates 
the data extraction process. We used an HTML parser as 
HTML source code represents objects referring to several tags, 
elements, and attributes which are considered as unstructured 
or semi-structured elements or information. Considering this 
large number of unstructured information, it is quite difficult 
to perform the evaluation process effectively. Thus, to make 
this unstructured information into a structured format, we used 
an HTML parser which extracts information from HTML 
source code in a tree view format with a structural manner. As 
an HTML parser, we used 1Beautiful Soup which is a Python 
package that allows us to access any HTML or XML 
documents. After initializing the data, it redirects its output 
into the data extraction layer.

1 https://en.wikipedia.org/wiki/Beautiful_Soup_(HTML_parser)
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information from the HTML tree view or HTML source code 
of the tested website. We extracted information according to 
our selected criteria that have been selected according to the 
expert opinion. Under the selected criteria, 15 key attributes 
have been decided to be included in this study. To determine 
the selected criteria in the HTML code and extract the related 
information, we perform a simple matching function that 
matches all the criteria in terms of tags, elements, and 
attributes in a hierarchical manner. Upon matching the criteria, 
we extracted or fetched their corresponding information and 
passed the information to the next layer to evaluate through an 
algorithmic observation.

c) Data Evaluation Layer: In general, the data evaluation 
layer is responsible for conducting the algorithmic evaluation 
process incorporating several auxiliary methods to determine 
the accessibility issues of the tested webpage. The whole 
evaluation process is performed using three different
algorithms stated in Algorithms 1–3 where algorithm 1 is for 
evaluating webpage arbitrary information, algorithm 2 is for 
evaluating webpage content information, and algorithm 3 is 
for overall score computation and accessibility status 
specification.

Algorithm 1: Algorithm for webpage arbitrary information.

Input: Webpage URL
Output: Arbitrary information score

1. counter = 0;
2. initialize the webpage through URL; 
3. load the webpage through urllib.request.urlopen (URL);
4.     parse the HTML code using BeautifulSoup parser 
//validating webpage activation status
5. read the responses through requests.get(URL) function;
6. if (response.status_code == 200),
7.          webpage_activation_score=counter++;
//calculate the webpage loading time
8. calculate the start time = time.time ();
9. read the responses through requests.get (URL) function;
10. calculate the end time = time.time ();
11. calculate the loading time = end time – start time;
12. if (loading time <=0.3 sec),
13.        webpage_loadingTime_score=counter++;
//calculate page length
14. calculate page length in byte using                                   
(len(urllib.request.urlopen (URL).read())) function;
15. convert page length into byte to KB by dividing 1024;
16. if (page length <=14 kb),
17.        webpage_length_score=counter++;
18.   calculate score_of_arbitrary_information =      
{webpage_activation_score + webpage_loadingTime_score 
+ webpage_length_score}

Algorithm 1 evaluates arbitrary information on the tested 
webpage by calculating the webpage's active status, loading 
time, and webpage length. Initially, it performs by loading the 
webpage and extracting the HTML code of a given URL using 

the webpage resources, it evaluates the arbitrary information. 
To evaluate the active status of the tested webpage, we tracked 
the responses of the loaded webpage and according to the 
response status code, we determined their 
activation/deactivation status (lines: 5-7). To evaluate 
webpage loading time, we calculated loading time by tracking
the start and end times. After tracking the start time, it 
continues to read all the responses that are redirected from the 
page, as well as the end time, and uses it to calculate the 
overall loading time (lines: 8-13). The loading time is 
calculated using the difference between the start and end 
times. Finally, we calculated the page length into bytes and 
then converted it into kilobytes to evaluate their preferable 
length (lines: 14-17).  Finally, it calculates the score of 
arbitrary information using the arbitrary information score 
calculation formula in line 18.

Algorithm 2: Algorithm for webpage content information.

Input: Webpage URL
Output: Content information score 

1.    counter = 0;
2.    initialize the webpage through URL; 
3.    load the webpage by sending request through 
urllib.request.urlopen (URL);
4.     parse the HTML code using BeautifulSoup parser 
//validating webpage text length 
5.     calculate the length of the textual content by words;
6.     if word count <=1500,
7.          webpage_textLenght_score=counter++;
//validating webpage hyperlinks ratio
8.     count all the hyperlinks;
9.     if hyperlinks count <=50,
10.        webpage_hyperlinks_score=counter++;
//validating webpage default language
11.   identify the default language; 
12.   if language is ("en" or "en-US" or "en-GB"),
13.        webpage_language_score=counter++;
//validating webpage required user information 
14.   check the required login information; 
15.   if no ('Username' and 'Password') is required,
16.        webpage_userInformation_score=counter++;
//validating webpage CAPTCHA
17.   identify the 'captchaBlock' in div element;
18.   if (‘id’! = 'captchaBlock'),
19.        webpage_CAPTCHA_score= counter++;
//validating webpage language changing option
20.   check language option through (‘nav’, ‘ul’, ‘li’, ‘a’) 
elements; 
21.   if ('onclick' is active),
22.        webpage_languageOption_score=counter++;
//validating webpage image ratio
23.   count all the images;
24.   if (image count >10),
25.        webpage_image_score=counter++;
//validating webpage audio/video ratio
26.   count all the audio and video content;
27.   if (audio/video count is between >=1 to <=2),

b) Data Extraction Layer: The data extraction layer 
performs the extracting process of all the necessary data or 

the BeautifulSoup python library (lines: 1-4). Upon accessing
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28.        webpage_audioVideo_score=counter++;
//validating webpage font type
29.   check the font family using style element,
30.   if font family is
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Roman),
31.        webpage_fontType_score=counter++;
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33.   if font size is (16px/17px/18px/19px/20px),
34.        webpage_fontSize_score=counter++;
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36.   if (b, strong, i, em, mark, sub, sup) pattern is not in text,
37.        webpage_textPattern_score=counter++;
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+webpage_CAPTCHA_score+webpage_languageOption_sco
re+webpage_image_score+webpage_audioVideo_score+web
page_fontType_score+webpage_fontSize_score+webpage_tex
tPattern_score+webpage_contentType_score}

Algorithm 2 demonstrates the evaluation of webpage 
content information where we considered twelve attributes 
such as texts, hyperlinks, language, required user information, 
CAPTCHA, language option, images, audio/video, font style, 
font size, text pattern, and content type. Similar to algorithm 1, 
at first it loads the webpage through the given URL to parse 
the HTML code through BeautifulSoup python Library (lines: 
1-4). Upon accessing the HTML code, the algorithm checks
each selected attribute and evaluates them according to the 
determined criteria to validate their status in terms of 
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Natural Language Processing (NLP) techniques. In lines: 5-7, 
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the counted number is under the determined condition, the 
accessibility status is marked as successful, and increase the 
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(lines: 8-40). Finally, it calculates the accessibility score of 
content information by summing the score of each evaluated 
attribute, in line 41.

Algorithm 3: Algorithm for accessibility score computation.

Input: Webpage URL
Output: Overall accessibility score

1. retrieve the 15 types of attributes selected for accessibility 
evaluation;

2. calculate score of each attribute;
3. calculate accessibility score
(score_arbitrary_informan+score_content_information)/N;

Algorithm 3 calculates the accessibility score of the given 
webpage URL. First, it considers 15 types of attributes and 
calculates the score of each attribute incorporating Algorithm 
1 and Algorithm 2 (lines 1-2). After calculating all the 
attributes scores, the accessibility score per webpage is
calculated by summing their score using the accessibility score 
calculation formula, in line 3.

d) Output Layer: The output layer provides the analysis 
results considering each attribute with their evaluation status 
(Passed, Failed, Not Tested, and Not Detected), identified 
issues, and future improvement suggestions. Besides it 
provides the computed overall accessibility score and overall 
accessibility status based on the overall accessibility score 
where we consider several ranges such as if accessibility score 
is >=90 then Completely Accessible; if accessibility score is 
<90 to >=75 then Comparatively Accessible; if accessibility 
score is <75 to >=55 then Partially Accessible; and if 
accessibility score is <55 then Slightly Accessible.

C. Implementation and Validation  
In this section, we presented our implementation by 

experimenting with 15 selected web pages and validated the 
evaluation result performing a questionnaire-based user study 
to represent the effectiveness of the proposed framework for 
accessibility evaluation of web contents.

TABLE I
TESTED WEBPAGES WITH THEIR EVALUATED SCORE AND 

ACCESSIBILITY STATUS

Web 
ID

Webpage URLs Accessibility 
score

Accessibility 
status

Web1 https://klinikaikozpont.unideb.hu/
en/node

53.33 % Slightly 
Accessible

Web2 https://szkt.hu/en/ 40.0% Slightly 
Accessible

Web3 https://eegeszsegugy.gov.hu/web/
eeszt-information-portal/home

33.33% Slightly 
Accessible

Web4 https://www.bazmkorhaz.hu/ 41.52% Slightly 
Accessible

Web5 http://www.sopronkorhaz.hu/ 35.33% Slightly 
Accessible

Web6 https://petz.gyor.hu/ 40.08% Slightly 
Accessible

Web7 https://csfk.hu/ 30.02% Slightly 
Accessible

Web8 https://www.mfkh.hu/ 43.08% Slightly 
Accessible

Web9 https://onkol.hu/ 46.66% Slightly 
Accessible

Web10 https://www.uzsoki.hu/ 39.05% Slightly 
Accessible

Web11 https://bhc.hu/en/kedvezmenyek 33.33% Slightly 
Accessible

Web12 https://wmc.hu/en/ 35.59% Slightly 
Accessible

Web13 http://heimpalkorhaz.hu/ 49.66% Slightly 
Accessible

Web14 https://delpestikorhaz.hu/ 30.36% Slightly 
Accessible

Web15 https://kk.pte.hu/klinikak-
intezetek

32.71% Slightly 
Accessible
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a) Proposed framework implementation: To implement the 
proposed framework, we experimented by validating fifteen 
healthcare webpages (hospital and medical point) from 
Hungary that are listed in Table 1. Also, in Table 1, we 
presented the evaluation result in terms of their computed 
accessibility score (by applying three algorithms described in 
section B) with their accessibility status that has been 
classified according to the statistics described earlier 
(subsection B (d)). 

Table 1 depicts that none of the tested web pages was 
found accessible in terms of the selected evaluation criteria. 
All the tested webpages found as slightly accessible that 
indicate none of the webpages followed all the selected criteria 
and, in this regard, all of the pages have serious issues with 
accessibility. Additionally, we found some issues that were 
frequently observed in the majority of the tested webpages 
such as issues with ‘webpage loading time’, ‘hyperlink ratio’, 
‘webpage length’, ‘webpage default language’, ‘language 
changing option’, ‘font type’, ‘font-size’, and ‘webpage 
content type’ that need to be considered in future to improve 
accessibility.

b) Proposed framework validation: To validate the 
proposed framework, we incorporated end users to evaluate 
webpages and provide their feedback in terms of our asked 
questions where the questions asked were related to our 
identified 15 criteria. To perform the user study, we invited 
participants to attend online participation via Zoom meeting. 
All the participants were university bachelor's and master's 
students from the Electrical Engineering and Information 
Systems Department of the University of Pannonia, Hungary. 
The total number of participants was 20, including 8 female 
and 12 male students aged between 21 and 25. All of them 
have sufficient knowledge about ‘web programming’, and 
‘User Interface Design’. To make the evaluation process 
effective, first, we briefly explained the aim, and testing 
process and described each question to the participants which 
took around 10 minutes. All the questions were designed in 
such a way as to understand the user perspective properly.
After explaining everything to the participants, we shared the 
resources with users including the Google questionnaire link, 
and the website information in a shared file that needs to be 
evaluated. On average, the experiment took 20 to 30 minutes.
The questionnaire used for the user feedback is shown in the 
following.

Q1: Does the webpage’s loading time satisfactory? (Yes/No), 
please clarify your answer.

Q2: Is the paragraph or textual content length of the webpage 
satisfactory? (Yes/No), please clarify your answer.

Q3: Is the webpage’s ratio of hyperlinks satisfactory? (Yes/No), 
please clarify your answer.

Q4: Is there a default English version of the webpage? (Yes/No), 
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q5: Is the length of the webpage satisfactory? (Yes/No), please 
clarify your answer.

Q7: Does webpage require user information to access? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q8: Does webpage use CAPTCHA? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q9: Does webpage have a multiple-language option? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q10: Is the ratio of image content satisfactory? (Yes/No), please 
clarify your answer.

Q11: Is the font used on webpages understandable? (Yes/No); if 
not, please clarify your answer.

Q12: Is the font size on webpage satisfactory? (Yes/No); if not, 
please clarify your answer.

Q13: Does webpage use multiple text patterns? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q14: Does webpage contain multiple content types (e.g., 
audio/video/text/images)? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q15: Is the ratio of audio/video content on the webpage 
satisfactory? (Yes/No), please clarify your answer.

Each participant's responses to the asked questions are 
listed in Table 2. This table shows that from the overall 
feedback for each of the questions, the majority of the user 
answers were very poor in terms of positive responses. It 
depicts that the majority of the users were not satisfied while 
they navigated the web pages to respond to the asked 
questions. It directs the emerging need to consider the 
addressed criteria in this paper in the web accessibility 
evaluation process as these criteria have a great impact on 
improving accessibility.

TABLE II
ASSESSMENT QUESTIONNAIRE WITH PARTICIPANT'S

RESPONSES

Questionnaire Yes (%) No (%)
Q1: Does the webpage’s loading time 
satisfactory?

51.38 48.62

Is the paragraph or textual content length of 
the webpage satisfactory?

30.32 69.68

Q3: Is the webpage’s ratio of hyperlinks 
satisfactory?

20.0 80.0

Q4: Is there a default English version of the 
webpage?

8.7 91.30

Q5: Is the length of the webpage 
satisfactory?

60.05 39.95

Q6: Is the server of the webpage active? 92.15 7.85
Q7: Does webpage require user information 
to access?

9.48 90.52

Q8: Does webpage use CAPTCHA? 5.0 95.0

Q6: Is the server of the webpage active? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.
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Each participant's responses to the asked questions are 
listed in Table 2. This table shows that from the overall 
feedback for each of the questions, the majority of the user 
answers were very poor in terms of positive responses. It 
depicts that the majority of the users were not satisfied while 
they navigated the web pages to respond to the asked 
questions. It directs the emerging need to consider the 
addressed criteria in this paper in the web accessibility 
evaluation process as these criteria have a great impact on 
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Q1: Does the webpage’s loading time 
satisfactory?

51.38 48.62

Is the paragraph or textual content length of 
the webpage satisfactory?

30.32 69.68

Q3: Is the webpage’s ratio of hyperlinks 
satisfactory?

20.0 80.0

Q4: Is there a default English version of the 
webpage?

8.7 91.30

Q5: Is the length of the webpage 
satisfactory?

60.05 39.95

Q6: Is the server of the webpage active? 92.15 7.85
Q7: Does webpage require user information 
to access?

9.48 90.52

Q8: Does webpage use CAPTCHA? 5.0 95.0

Q6: Is the server of the webpage active? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.
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Q9: Does webpage have a multiple-language 
option?

9.53 90.47

Q10: Is the ratio of image content 
satisfactory?

64.71 35.29

Q11: Is the font used on webpages 
understandable?

31.58 68.42

Q12: Is the font size on webpage 
satisfactory?

42.11 57.89

Q13: Does webpage use multiple text 
patterns?

20.3 79.7

Q14: Does webpage contain multiple content 
types (e.g., audio/video/text/images)?

10.65 89.35

Q15: Is the ratio of audio/video content on 
the webpage satisfactory?

76.17 23.83

However, the work presented in this paper is a part of our 
detailed research regarding web accessibility. From the 
analysis, we can conclude that there is a huge scope to 
improve the accessibility of web platforms. As the web 
platform act is an important medium to access a wide array of 
information, thus this platform should be well designed along 
with future improvements, considering improving webpage 
loading time, properly maintaining hyperlink ratio, reducing 
webpage length, providing webpage default language, and 
language changing option, and ensuring proper font type, font 
size, and webpage content type. We believe that this study 
might help website designers, developers, and future 
researchers to enhance their contribution to their developed 
sites to a large extent. Also, we believe more future studies 
regarding this context could bring some new perspectives and 
motivate the practitioners to put their attention broadly.

IV. DISCUSSION 

In general, web content accessibility guidelines, for 
example, Web Content Accessibility Guideline (WCAG) is 
one of the widely accepted standards but few special objects 
are not included in this standard that could raise accessibility 
issues associated with people with disabilities. For example, 
almost every webpage has no manual text size or color 
adjustment option which raises issues for people with vision 
disability or color disabilities in navigating the content. 
Sometimes webpages require user information for accessing 
web content, and few webpages ask to pass through 
CAPTCHA testing which is considered a difficult task for 
people with special needs. Some other issues related to the 
excessive number of internal/external links, images, and video 
and audio content also hinder access opportunities for people 
with cognitive disability. Unfortunately, the most advanced 
and standard guidelines normally do not consider these aspects 
during their guideline specification. Therefore, according to 
the expert's opinion, considering these aspects as additional 
criteria along with any standard guideline might facilitate the 
webpage accessibility evaluation process to reveal the true 
insights of webpage accessibility. Besides, the proposed 
approach is an AI-driven approach that facilitates the 
evaluation process in terms of time, semantic improvements, 
and matching the web feature with specific guidelines

compared to other solutions such as ontological modeling, 
agile modeling, or goal-oriented modeling.

With this aim, this work presents an automated web content 
accessibility evaluation framework that performs the 
evaluation considering different algorithmic evaluation 
considering AI techniques. According to the expert 
suggestion, in our proposed framework, we considered fifteen 
criteria that are crucial to incorporate into the webpage 
accessibility evaluation. To evaluate the web content 
regarding the selected criteria, we conducted an algorithmic 
evaluation which directed that the majority of the tested 
webpage has serious accessibility issues regarding the selected 
aspects. Also, from the user-centric study, the same scenario is 
reflected similarly to the evaluated result. Also, during the 
user study, we encouraged the participants to share their 
additional suggestions that might help to understand the most 
frequent issues they have experienced in the tested webpages. 
After analyzing all the shared opinions or suggestions, we 
categorized their responses under six factors. Therefore, 
according to the respondents’ opinions, the tested webpages 
should have adequate focus on the following factors:

o hyperlink ratio
o webpage length
o webpage default language
o language changing option
o font type
o font-size
o webpage content type

Figure 2, the pie chart depicts that 20% of suggestions were
related to the issues with font type and font size adjustment 
option;  17% of responders reported issues related to the 
webpage's default language and demand for specifying the 
English language as a default language to improve the 
accessibility of webpage; 15% responder suggested to add 
manual language changing option; 11% responder suggestion 
was related to issue with hyperlink ratio; and 9% and 8% 
responder were concerned about webpage length and webpage 
content type, respectively.

Fig. 2: Responders suggestion for evaluated criteria



Towards developing a framework for automated accessibility 
evaluation of web content from expert perspectives

SPECIAL ISSUE ON AI TRANSFORMATION 22

Special Issue
of the Infocommunication Journal

5

Q9: Does webpage have a multiple-language 
option?

9.53 90.47

Q10: Is the ratio of image content 
satisfactory?

64.71 35.29

Q11: Is the font used on webpages 
understandable?

31.58 68.42

Q12: Is the font size on webpage 
satisfactory?

42.11 57.89

Q13: Does webpage use multiple text 
patterns?

20.3 79.7

Q14: Does webpage contain multiple content 
types (e.g., audio/video/text/images)?

10.65 89.35

Q15: Is the ratio of audio/video content on 
the webpage satisfactory?

76.17 23.83

However, the work presented in this paper is a part of our 
detailed research regarding web accessibility. From the 
analysis, we can conclude that there is a huge scope to 
improve the accessibility of web platforms. As the web 
platform act is an important medium to access a wide array of 
information, thus this platform should be well designed along 
with future improvements, considering improving webpage 
loading time, properly maintaining hyperlink ratio, reducing 
webpage length, providing webpage default language, and 
language changing option, and ensuring proper font type, font 
size, and webpage content type. We believe that this study 
might help website designers, developers, and future 
researchers to enhance their contribution to their developed 
sites to a large extent. Also, we believe more future studies 
regarding this context could bring some new perspectives and 
motivate the practitioners to put their attention broadly.

IV. DISCUSSION 

In general, web content accessibility guidelines, for 
example, Web Content Accessibility Guideline (WCAG) is 
one of the widely accepted standards but few special objects 
are not included in this standard that could raise accessibility 
issues associated with people with disabilities. For example, 
almost every webpage has no manual text size or color 
adjustment option which raises issues for people with vision 
disability or color disabilities in navigating the content. 
Sometimes webpages require user information for accessing 
web content, and few webpages ask to pass through 
CAPTCHA testing which is considered a difficult task for 
people with special needs. Some other issues related to the 
excessive number of internal/external links, images, and video 
and audio content also hinder access opportunities for people 
with cognitive disability. Unfortunately, the most advanced 
and standard guidelines normally do not consider these aspects 
during their guideline specification. Therefore, according to 
the expert's opinion, considering these aspects as additional 
criteria along with any standard guideline might facilitate the 
webpage accessibility evaluation process to reveal the true 
insights of webpage accessibility. Besides, the proposed 
approach is an AI-driven approach that facilitates the 
evaluation process in terms of time, semantic improvements, 
and matching the web feature with specific guidelines

compared to other solutions such as ontological modeling, 
agile modeling, or goal-oriented modeling.

With this aim, this work presents an automated web content 
accessibility evaluation framework that performs the 
evaluation considering different algorithmic evaluation 
considering AI techniques. According to the expert 
suggestion, in our proposed framework, we considered fifteen 
criteria that are crucial to incorporate into the webpage 
accessibility evaluation. To evaluate the web content 
regarding the selected criteria, we conducted an algorithmic 
evaluation which directed that the majority of the tested 
webpage has serious accessibility issues regarding the selected 
aspects. Also, from the user-centric study, the same scenario is 
reflected similarly to the evaluated result. Also, during the 
user study, we encouraged the participants to share their 
additional suggestions that might help to understand the most 
frequent issues they have experienced in the tested webpages. 
After analyzing all the shared opinions or suggestions, we 
categorized their responses under six factors. Therefore, 
according to the respondents’ opinions, the tested webpages 
should have adequate focus on the following factors:

o hyperlink ratio
o webpage length
o webpage default language
o language changing option
o font type
o font-size
o webpage content type

Figure 2, the pie chart depicts that 20% of suggestions were
related to the issues with font type and font size adjustment 
option;  17% of responders reported issues related to the 
webpage's default language and demand for specifying the 
English language as a default language to improve the 
accessibility of webpage; 15% responder suggested to add 
manual language changing option; 11% responder suggestion 
was related to issue with hyperlink ratio; and 9% and 8% 
responder were concerned about webpage length and webpage 
content type, respectively.

Fig. 2: Responders suggestion for evaluated criteria
5

Q9: Does webpage have a multiple-language 
option?

9.53 90.47

Q10: Is the ratio of image content 
satisfactory?

64.71 35.29

Q11: Is the font used on webpages 
understandable?

31.58 68.42

Q12: Is the font size on webpage 
satisfactory?

42.11 57.89

Q13: Does webpage use multiple text 
patterns?

20.3 79.7

Q14: Does webpage contain multiple content 
types (e.g., audio/video/text/images)?

10.65 89.35

Q15: Is the ratio of audio/video content on 
the webpage satisfactory?

76.17 23.83

However, the work presented in this paper is a part of our 
detailed research regarding web accessibility. From the 
analysis, we can conclude that there is a huge scope to 
improve the accessibility of web platforms. As the web 
platform act is an important medium to access a wide array of 
information, thus this platform should be well designed along 
with future improvements, considering improving webpage 
loading time, properly maintaining hyperlink ratio, reducing 
webpage length, providing webpage default language, and 
language changing option, and ensuring proper font type, font 
size, and webpage content type. We believe that this study 
might help website designers, developers, and future 
researchers to enhance their contribution to their developed 
sites to a large extent. Also, we believe more future studies 
regarding this context could bring some new perspectives and 
motivate the practitioners to put their attention broadly.

IV. DISCUSSION 

In general, web content accessibility guidelines, for 
example, Web Content Accessibility Guideline (WCAG) is 
one of the widely accepted standards but few special objects 
are not included in this standard that could raise accessibility 
issues associated with people with disabilities. For example, 
almost every webpage has no manual text size or color 
adjustment option which raises issues for people with vision 
disability or color disabilities in navigating the content. 
Sometimes webpages require user information for accessing 
web content, and few webpages ask to pass through 
CAPTCHA testing which is considered a difficult task for 
people with special needs. Some other issues related to the 
excessive number of internal/external links, images, and video 
and audio content also hinder access opportunities for people 
with cognitive disability. Unfortunately, the most advanced 
and standard guidelines normally do not consider these aspects 
during their guideline specification. Therefore, according to 
the expert's opinion, considering these aspects as additional 
criteria along with any standard guideline might facilitate the 
webpage accessibility evaluation process to reveal the true 
insights of webpage accessibility. Besides, the proposed 
approach is an AI-driven approach that facilitates the 
evaluation process in terms of time, semantic improvements, 
and matching the web feature with specific guidelines

compared to other solutions such as ontological modeling, 
agile modeling, or goal-oriented modeling.

With this aim, this work presents an automated web content 
accessibility evaluation framework that performs the 
evaluation considering different algorithmic evaluation 
considering AI techniques. According to the expert 
suggestion, in our proposed framework, we considered fifteen 
criteria that are crucial to incorporate into the webpage 
accessibility evaluation. To evaluate the web content 
regarding the selected criteria, we conducted an algorithmic 
evaluation which directed that the majority of the tested 
webpage has serious accessibility issues regarding the selected 
aspects. Also, from the user-centric study, the same scenario is 
reflected similarly to the evaluated result. Also, during the 
user study, we encouraged the participants to share their 
additional suggestions that might help to understand the most 
frequent issues they have experienced in the tested webpages. 
After analyzing all the shared opinions or suggestions, we 
categorized their responses under six factors. Therefore, 
according to the respondents’ opinions, the tested webpages 
should have adequate focus on the following factors:

o hyperlink ratio
o webpage length
o webpage default language
o language changing option
o font type
o font-size
o webpage content type

Figure 2, the pie chart depicts that 20% of suggestions were
related to the issues with font type and font size adjustment 
option;  17% of responders reported issues related to the 
webpage's default language and demand for specifying the 
English language as a default language to improve the 
accessibility of webpage; 15% responder suggested to add 
manual language changing option; 11% responder suggestion 
was related to issue with hyperlink ratio; and 9% and 8% 
responder were concerned about webpage length and webpage 
content type, respectively.

Fig. 2: Responders suggestion for evaluated criteria

5

Q9: Does webpage have a multiple-language 
option?

9.53 90.47

Q10: Is the ratio of image content 
satisfactory?

64.71 35.29

Q11: Is the font used on webpages 
understandable?

31.58 68.42

Q12: Is the font size on webpage 
satisfactory?

42.11 57.89

Q13: Does webpage use multiple text 
patterns?

20.3 79.7

Q14: Does webpage contain multiple content 
types (e.g., audio/video/text/images)?

10.65 89.35

Q15: Is the ratio of audio/video content on 
the webpage satisfactory?

76.17 23.83

However, the work presented in this paper is a part of our 
detailed research regarding web accessibility. From the 
analysis, we can conclude that there is a huge scope to 
improve the accessibility of web platforms. As the web 
platform act is an important medium to access a wide array of 
information, thus this platform should be well designed along 
with future improvements, considering improving webpage 
loading time, properly maintaining hyperlink ratio, reducing 
webpage length, providing webpage default language, and 
language changing option, and ensuring proper font type, font 
size, and webpage content type. We believe that this study 
might help website designers, developers, and future 
researchers to enhance their contribution to their developed 
sites to a large extent. Also, we believe more future studies 
regarding this context could bring some new perspectives and 
motivate the practitioners to put their attention broadly.

IV. DISCUSSION 

In general, web content accessibility guidelines, for 
example, Web Content Accessibility Guideline (WCAG) is 
one of the widely accepted standards but few special objects 
are not included in this standard that could raise accessibility 
issues associated with people with disabilities. For example, 
almost every webpage has no manual text size or color 
adjustment option which raises issues for people with vision 
disability or color disabilities in navigating the content. 
Sometimes webpages require user information for accessing 
web content, and few webpages ask to pass through 
CAPTCHA testing which is considered a difficult task for 
people with special needs. Some other issues related to the 
excessive number of internal/external links, images, and video 
and audio content also hinder access opportunities for people 
with cognitive disability. Unfortunately, the most advanced 
and standard guidelines normally do not consider these aspects 
during their guideline specification. Therefore, according to 
the expert's opinion, considering these aspects as additional 
criteria along with any standard guideline might facilitate the 
webpage accessibility evaluation process to reveal the true 
insights of webpage accessibility. Besides, the proposed 
approach is an AI-driven approach that facilitates the 
evaluation process in terms of time, semantic improvements, 
and matching the web feature with specific guidelines

compared to other solutions such as ontological modeling, 
agile modeling, or goal-oriented modeling.

With this aim, this work presents an automated web content 
accessibility evaluation framework that performs the 
evaluation considering different algorithmic evaluation 
considering AI techniques. According to the expert 
suggestion, in our proposed framework, we considered fifteen 
criteria that are crucial to incorporate into the webpage 
accessibility evaluation. To evaluate the web content 
regarding the selected criteria, we conducted an algorithmic 
evaluation which directed that the majority of the tested 
webpage has serious accessibility issues regarding the selected 
aspects. Also, from the user-centric study, the same scenario is 
reflected similarly to the evaluated result. Also, during the 
user study, we encouraged the participants to share their 
additional suggestions that might help to understand the most 
frequent issues they have experienced in the tested webpages. 
After analyzing all the shared opinions or suggestions, we 
categorized their responses under six factors. Therefore, 
according to the respondents’ opinions, the tested webpages 
should have adequate focus on the following factors:

o hyperlink ratio
o webpage length
o webpage default language
o language changing option
o font type
o font-size
o webpage content type

Figure 2, the pie chart depicts that 20% of suggestions were
related to the issues with font type and font size adjustment 
option;  17% of responders reported issues related to the 
webpage's default language and demand for specifying the 
English language as a default language to improve the 
accessibility of webpage; 15% responder suggested to add 
manual language changing option; 11% responder suggestion 
was related to issue with hyperlink ratio; and 9% and 8% 
responder were concerned about webpage length and webpage 
content type, respectively.

Fig. 2: Responders suggestion for evaluated criteria

4

a) Proposed framework implementation: To implement the 
proposed framework, we experimented by validating fifteen 
healthcare webpages (hospital and medical point) from 
Hungary that are listed in Table 1. Also, in Table 1, we 
presented the evaluation result in terms of their computed 
accessibility score (by applying three algorithms described in 
section B) with their accessibility status that has been 
classified according to the statistics described earlier 
(subsection B (d)). 

Table 1 depicts that none of the tested web pages was 
found accessible in terms of the selected evaluation criteria. 
All the tested webpages found as slightly accessible that 
indicate none of the webpages followed all the selected criteria 
and, in this regard, all of the pages have serious issues with 
accessibility. Additionally, we found some issues that were 
frequently observed in the majority of the tested webpages 
such as issues with ‘webpage loading time’, ‘hyperlink ratio’, 
‘webpage length’, ‘webpage default language’, ‘language 
changing option’, ‘font type’, ‘font-size’, and ‘webpage 
content type’ that need to be considered in future to improve 
accessibility.

b) Proposed framework validation: To validate the 
proposed framework, we incorporated end users to evaluate 
webpages and provide their feedback in terms of our asked 
questions where the questions asked were related to our 
identified 15 criteria. To perform the user study, we invited 
participants to attend online participation via Zoom meeting. 
All the participants were university bachelor's and master's 
students from the Electrical Engineering and Information 
Systems Department of the University of Pannonia, Hungary. 
The total number of participants was 20, including 8 female 
and 12 male students aged between 21 and 25. All of them 
have sufficient knowledge about ‘web programming’, and 
‘User Interface Design’. To make the evaluation process 
effective, first, we briefly explained the aim, and testing 
process and described each question to the participants which 
took around 10 minutes. All the questions were designed in 
such a way as to understand the user perspective properly.
After explaining everything to the participants, we shared the 
resources with users including the Google questionnaire link, 
and the website information in a shared file that needs to be 
evaluated. On average, the experiment took 20 to 30 minutes.
The questionnaire used for the user feedback is shown in the 
following.

Q1: Does the webpage’s loading time satisfactory? (Yes/No), 
please clarify your answer.

Q2: Is the paragraph or textual content length of the webpage 
satisfactory? (Yes/No), please clarify your answer.

Q3: Is the webpage’s ratio of hyperlinks satisfactory? (Yes/No), 
please clarify your answer.

Q4: Is there a default English version of the webpage? (Yes/No), 
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q5: Is the length of the webpage satisfactory? (Yes/No), please 
clarify your answer.

Q7: Does webpage require user information to access? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q8: Does webpage use CAPTCHA? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q9: Does webpage have a multiple-language option? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q10: Is the ratio of image content satisfactory? (Yes/No), please 
clarify your answer.

Q11: Is the font used on webpages understandable? (Yes/No); if 
not, please clarify your answer.

Q12: Is the font size on webpage satisfactory? (Yes/No); if not, 
please clarify your answer.

Q13: Does webpage use multiple text patterns? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q14: Does webpage contain multiple content types (e.g., 
audio/video/text/images)? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.

Q15: Is the ratio of audio/video content on the webpage 
satisfactory? (Yes/No), please clarify your answer.

Each participant's responses to the asked questions are 
listed in Table 2. This table shows that from the overall 
feedback for each of the questions, the majority of the user 
answers were very poor in terms of positive responses. It 
depicts that the majority of the users were not satisfied while 
they navigated the web pages to respond to the asked 
questions. It directs the emerging need to consider the 
addressed criteria in this paper in the web accessibility 
evaluation process as these criteria have a great impact on 
improving accessibility.

TABLE II
ASSESSMENT QUESTIONNAIRE WITH PARTICIPANT'S

RESPONSES

Questionnaire Yes (%) No (%)
Q1: Does the webpage’s loading time 
satisfactory?

51.38 48.62

Is the paragraph or textual content length of 
the webpage satisfactory?

30.32 69.68

Q3: Is the webpage’s ratio of hyperlinks 
satisfactory?

20.0 80.0

Q4: Is there a default English version of the 
webpage?

8.7 91.30

Q5: Is the length of the webpage 
satisfactory?

60.05 39.95

Q6: Is the server of the webpage active? 92.15 7.85
Q7: Does webpage require user information 
to access?

9.48 90.52

Q8: Does webpage use CAPTCHA? 5.0 95.0

Q6: Is the server of the webpage active? (Yes/No),
if yes/no, do you think it’s useful? (Yes/No), clarify your answer.
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Q9: Does webpage have a multiple-language 
option?

9.53 90.47

Q10: Is the ratio of image content 
satisfactory?

64.71 35.29

Q11: Is the font used on webpages 
understandable?

31.58 68.42

Q12: Is the font size on webpage 
satisfactory?

42.11 57.89

Q13: Does webpage use multiple text 
patterns?

20.3 79.7

Q14: Does webpage contain multiple content 
types (e.g., audio/video/text/images)?

10.65 89.35

Q15: Is the ratio of audio/video content on 
the webpage satisfactory?

76.17 23.83

However, the work presented in this paper is a part of our 
detailed research regarding web accessibility. From the 
analysis, we can conclude that there is a huge scope to 
improve the accessibility of web platforms. As the web 
platform act is an important medium to access a wide array of 
information, thus this platform should be well designed along 
with future improvements, considering improving webpage 
loading time, properly maintaining hyperlink ratio, reducing 
webpage length, providing webpage default language, and 
language changing option, and ensuring proper font type, font 
size, and webpage content type. We believe that this study 
might help website designers, developers, and future 
researchers to enhance their contribution to their developed 
sites to a large extent. Also, we believe more future studies 
regarding this context could bring some new perspectives and 
motivate the practitioners to put their attention broadly.

IV. DISCUSSION 

In general, web content accessibility guidelines, for 
example, Web Content Accessibility Guideline (WCAG) is 
one of the widely accepted standards but few special objects 
are not included in this standard that could raise accessibility 
issues associated with people with disabilities. For example, 
almost every webpage has no manual text size or color 
adjustment option which raises issues for people with vision 
disability or color disabilities in navigating the content. 
Sometimes webpages require user information for accessing 
web content, and few webpages ask to pass through 
CAPTCHA testing which is considered a difficult task for 
people with special needs. Some other issues related to the 
excessive number of internal/external links, images, and video 
and audio content also hinder access opportunities for people 
with cognitive disability. Unfortunately, the most advanced 
and standard guidelines normally do not consider these aspects 
during their guideline specification. Therefore, according to 
the expert's opinion, considering these aspects as additional 
criteria along with any standard guideline might facilitate the 
webpage accessibility evaluation process to reveal the true 
insights of webpage accessibility. Besides, the proposed 
approach is an AI-driven approach that facilitates the 
evaluation process in terms of time, semantic improvements, 
and matching the web feature with specific guidelines

compared to other solutions such as ontological modeling, 
agile modeling, or goal-oriented modeling.

With this aim, this work presents an automated web content 
accessibility evaluation framework that performs the 
evaluation considering different algorithmic evaluation 
considering AI techniques. According to the expert 
suggestion, in our proposed framework, we considered fifteen 
criteria that are crucial to incorporate into the webpage 
accessibility evaluation. To evaluate the web content 
regarding the selected criteria, we conducted an algorithmic 
evaluation which directed that the majority of the tested 
webpage has serious accessibility issues regarding the selected 
aspects. Also, from the user-centric study, the same scenario is 
reflected similarly to the evaluated result. Also, during the 
user study, we encouraged the participants to share their 
additional suggestions that might help to understand the most 
frequent issues they have experienced in the tested webpages. 
After analyzing all the shared opinions or suggestions, we 
categorized their responses under six factors. Therefore, 
according to the respondents’ opinions, the tested webpages 
should have adequate focus on the following factors:

o hyperlink ratio
o webpage length
o webpage default language
o language changing option
o font type
o font-size
o webpage content type

Figure 2, the pie chart depicts that 20% of suggestions were
related to the issues with font type and font size adjustment 
option;  17% of responders reported issues related to the 
webpage's default language and demand for specifying the 
English language as a default language to improve the 
accessibility of webpage; 15% responder suggested to add 
manual language changing option; 11% responder suggestion 
was related to issue with hyperlink ratio; and 9% and 8% 
responder were concerned about webpage length and webpage 
content type, respectively.

Fig. 2: Responders suggestion for evaluated criteria
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V. CONCLUSION AND FUTURE RESEARCH 
     This paper presents an extensive study on the development 
of an accessibility evaluation framework to evaluate 
accessibility of the web content. As the ratio of the 
inaccessible web has increased dramatically, thus an updated 
and dynamic web evaluation tool is an emerging need. 
Besides, to improve the performance of the evaluation tool, 
the importance of focusing on advanced techniques is 
significantly important. To address this concern, we proposed 
a framework that incorporates several AI techniques that make 
the development dynamic in nature and able to evaluate any 
webpage in terms of our selected 15 attributes. Our main 
challenge was implementing AI techniques to make it 
dynamic as different HTML structures have been used in 
different web page development. This proposed framework 
can act as a tool that can evaluate accessibility issues and 
generate accessibility scores for the tested webpage. Along 
with this, an experimental evaluation and questionnaire-based 
user validation have been performed which reveals that the 
proposed framework has significance in generating 
satisfactory results which also indicates the significance of AI-
based web accessibility evaluation tools. However, our future 
work aligns with performing another extensive study 
involving the user to validate the outcome of this proposed 
approach and identify suitable criteria that need to be focused 
on in the web accessibility evaluation process further. 
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disability or color disabilities in navigating the content. 
Sometimes webpages require user information for accessing 
web content, and few webpages ask to pass through 
CAPTCHA testing which is considered a difficult task for 
people with special needs. Some other issues related to the 
excessive number of internal/external links, images, and video 
and audio content also hinder access opportunities for people 
with cognitive disability. Unfortunately, the most advanced 
and standard guidelines normally do not consider these aspects 
during their guideline specification. Therefore, according to 
the expert's opinion, considering these aspects as additional 
criteria along with any standard guideline might facilitate the 
webpage accessibility evaluation process to reveal the true 
insights of webpage accessibility. Besides, the proposed 
approach is an AI-driven approach that facilitates the 
evaluation process in terms of time, semantic improvements, 
and matching the web feature with specific guidelines

compared to other solutions such as ontological modeling, 
agile modeling, or goal-oriented modeling.

With this aim, this work presents an automated web content 
accessibility evaluation framework that performs the 
evaluation considering different algorithmic evaluation 
considering AI techniques. According to the expert 
suggestion, in our proposed framework, we considered fifteen 
criteria that are crucial to incorporate into the webpage 
accessibility evaluation. To evaluate the web content 
regarding the selected criteria, we conducted an algorithmic 
evaluation which directed that the majority of the tested 
webpage has serious accessibility issues regarding the selected 
aspects. Also, from the user-centric study, the same scenario is 
reflected similarly to the evaluated result. Also, during the 
user study, we encouraged the participants to share their 
additional suggestions that might help to understand the most 
frequent issues they have experienced in the tested webpages. 
After analyzing all the shared opinions or suggestions, we 
categorized their responses under six factors. Therefore, 
according to the respondents’ opinions, the tested webpages 
should have adequate focus on the following factors:

o hyperlink ratio
o webpage length
o webpage default language
o language changing option
o font type
o font-size
o webpage content type

Figure 2, the pie chart depicts that 20% of suggestions were
related to the issues with font type and font size adjustment 
option;  17% of responders reported issues related to the 
webpage's default language and demand for specifying the 
English language as a default language to improve the 
accessibility of webpage; 15% responder suggested to add 
manual language changing option; 11% responder suggestion 
was related to issue with hyperlink ratio; and 9% and 8% 
responder were concerned about webpage length and webpage 
content type, respectively.
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Application of Process Discovery Methods
for Learning Process Modeling

Erika Baksáné Varga and Attila Baksa

Abstract—Process mining encompasses a suite of techniques
aimed at analyzing event data to gain insights and improve
operational processes. One way of achieving this is to discover
the driving process of the activities that occurred in a system.
Technically, process discovery algorithms are used to transform
an event log into a process model which is representative of the
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first-year Computer Science BSc students. A total of 52 practical
problems were assigned as out-of-class activities via GitHub
Classroom, resulting in 2 789 commits from 59 students. These
commits, along with the students’ exam grades, were recorded in
an object-centric event log, subsequently converted into a case-
based log for analysis using the PM4Py program library.

The study had two primary goals: first, to identify the
characteristics of successful learning strategies by comparing
process models of students who passed versus those who failed
the programming exam; and second, to identify bottlenecks that
hindered student progress. By employing the Heuristic Miner and
Inductive Miner algorithms, we developed and contrasted learn-
ing process models, revealing significant patterns and obstacles
within the educational process. The findings provide valuable
insights into the factors that contribute to effective learning and
suggest areas for enhancing our teaching methodologies.

Index Terms—Process discovery, Learning process modeling,
Application of PM4Py package

I. INTRODUCTION

W ITHIN the expansive domain of education, the sig-
nificance of understanding how individuals learn and

retain information cannot be overstated. This comprehension
is critical for the development and implementation of in-
structional methods that are truly effective [1]. Historically,
traditional teaching approaches have tended to adopt a one-
size-fits-all methodology, which unfortunately overlooks the
reality that each learner possesses unique preferences and
cognitive processes. This oversight can result in learning
experiences that are less than optimal, potentially hindering
the development of individuals’ skills and overall educational
performance [2]. Recognizing the diversity in learning styles
is thus essential for improving educational outcomes.

To enhance educational practices, it is imperative to identify
and understand the processes that lead to successful learning.
In this context, the field of process discovery emerges as a
promising approach. Process discovery involves uncovering

Authors are working at
University of Miskolc, 3515 Miskolc-Egyetemváros, Hungary
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and analyzing the patterns and strategies employed by learn-
ers, providing insights that can be used to inform and im-
prove teaching methodologies. By applying process discovery
methods specifically to the study of learning procedures in
programming, educators can gain a deeper understanding of
student behavior. This approach allows instructors to identify
and highlight problems that require additional iterations to be
resolved, ultimately facilitating a more tailored and effective
educational experience.

A. Motivation and Goals
The motivation behind this study lies in the need to better

understand the learning behaviors of students in programming
education. Programming presents unique challenges, such as
mastering problem-solving and abstract thinking, which often
leads to high variability in student performance. This study
aims to explore how process discovery methods can reveal
patterns of effective learning strategies and the obstacles
faced by struggling students. By identifying these patterns,
educators can improve their instructional methods, offering
better support to students.

The study has two main goals: first, to compare the learning
processes of students who passed versus those who failed
the programming course, using process discovery techniques
to reveal key differences in learning behaviors; and second,
to identify bottlenecks that hinder student progress. These
insights can guide future teaching practices by highlighting
the areas where students struggle the most, enabling educators
to adapt their teaching strategies accordingly.

B. Challenges and Novelty
Analyzing learning behaviors through event logs presents

the challenge of handling diverse and noisy data, especially
in educational settings where individual learning paths vary
widely. This paper addresses these challenges by applying
process discovery techniques, traditionally used in business
process analysis, to model and analyze student learning in
programming courses. The novelty lies in applying process
mining tools – specifically Heuristic Miner and Inductive
Miner – to educational data, which enables a more detailed
and dynamic understanding of how students engage with
programming tasks.

By capturing event log data from GitHub Classroom, this
study provides a unique and fine-grained view of student
behavior, going beyond traditional performance assessments. It
is one of the first studies to apply process discovery techniques
to programming education, thus offering new insights into
student engagement and problem-solving strategies.
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retain information cannot be overstated. This comprehension
is critical for the development and implementation of in-
structional methods that are truly effective [1]. Historically,
traditional teaching approaches have tended to adopt a one-
size-fits-all methodology, which unfortunately overlooks the
reality that each learner possesses unique preferences and
cognitive processes. This oversight can result in learning
experiences that are less than optimal, potentially hindering
the development of individuals’ skills and overall educational
performance [2]. Recognizing the diversity in learning styles
is thus essential for improving educational outcomes.

To enhance educational practices, it is imperative to identify
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and analyzing the patterns and strategies employed by learn-
ers, providing insights that can be used to inform and im-
prove teaching methodologies. By applying process discovery
methods specifically to the study of learning procedures in
programming, educators can gain a deeper understanding of
student behavior. This approach allows instructors to identify
and highlight problems that require additional iterations to be
resolved, ultimately facilitating a more tailored and effective
educational experience.

A. Motivation and Goals
The motivation behind this study lies in the need to better

understand the learning behaviors of students in programming
education. Programming presents unique challenges, such as
mastering problem-solving and abstract thinking, which often
leads to high variability in student performance. This study
aims to explore how process discovery methods can reveal
patterns of effective learning strategies and the obstacles
faced by struggling students. By identifying these patterns,
educators can improve their instructional methods, offering
better support to students.

The study has two main goals: first, to compare the learning
processes of students who passed versus those who failed
the programming course, using process discovery techniques
to reveal key differences in learning behaviors; and second,
to identify bottlenecks that hinder student progress. These
insights can guide future teaching practices by highlighting
the areas where students struggle the most, enabling educators
to adapt their teaching strategies accordingly.

B. Challenges and Novelty
Analyzing learning behaviors through event logs presents

the challenge of handling diverse and noisy data, especially
in educational settings where individual learning paths vary
widely. This paper addresses these challenges by applying
process discovery techniques, traditionally used in business
process analysis, to model and analyze student learning in
programming courses. The novelty lies in applying process
mining tools – specifically Heuristic Miner and Inductive
Miner – to educational data, which enables a more detailed
and dynamic understanding of how students engage with
programming tasks.

By capturing event log data from GitHub Classroom, this
study provides a unique and fine-grained view of student
behavior, going beyond traditional performance assessments. It
is one of the first studies to apply process discovery techniques
to programming education, thus offering new insights into
student engagement and problem-solving strategies.DOI: 10.36244/ICJ.2025.5.4
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C. Paper Structure

The paper is structured as follows: Section II outlines the
research objectives. Section III reviews related work on the
use of GitHub in education and the application of process
mining in educational research. Section IV discusses process
discovery algorithms, comparing them and selecting the most
appropriate for the study. Section V focuses on data modeling
and analysis, detailing the data collection process, the OCEL
schema used for structuring the event log, and an analysis of
the collected data, including key statistics. Section VI presents
the results of learning process modeling, while Section VII
identifies bottleneck problems that hinder student progress.
Finally, Section VIII concludes the paper by summarizing
the findings and discussing their implications for educational
practices.

II. RESEARCH OBJECTIVES

Building on the challenges and motivations outlined in the
introduction, this study seeks to achieve two main objectives:

1) Create a learning process model that is representative
of individual cases to identify bottleneck problems that
hinder students’ progress.

2) Produce a learning process model of successful students
to serve as a showcase for other students.

By focusing on these objectives, this research seeks to provide
educators with actionable insights into the learning processes,
enabling them to tailor their instructional strategies to better
meet the diverse needs of their students. This, in turn, can lead
to improved educational outcomes and more effective learning
experiences.

III. RELATED WORKS

A. GitHub in Teaching Programming

There is a growing need for automated code assessment
systems in computer science education due to the increasing
number of learners and the limited availability of teaching
staff. These systems aim to address the challenges of grading
a large volume of code submissions. They help instructors
save time, provide timely feedback to learners, and support
the learning process. These systems target various types of
errors in programming assignments, such as syntax, runtime,
logic errors, and code quality issues, and may also address
plagiarism concerns through similarity analysis [4]. Some
tools use continuous integration for immediate feedback, while
others perform symbolic executions and unit test assessments.

Within the array of tools, GitHub is a widely-used soft-
ware development platform that originally supported version
control, collaborative development, and project hosting. It is
utilized by many businesses, organizations, and educators. In
the context of education, GitHub has gained popularity in pro-
gramming classrooms, with around 18, 000 educators incorpo-
rating it [5]. GitHub in education serves various purposes such
as submitting assignments, collaborating on group projects,
and receiving feedback. More recently, with GitHub Actions,
teachers can automate the testing of code submissions.

The study by Hsing and Gennarelli [6] explores how the
implementation of GitHub in programming classrooms affects

students’ learning outcomes and experiences. The researchers
surveyed 7 530 students and 300 educators from classrooms
using GitHub and classrooms not using GitHub. The findings
indicate that incorporating GitHub in programming education
yields several benefits, including enhancing students’ familiar-
ity with industry tools, facilitating collaboration and teamwork,
boosting engagement, and fostering a sense of belonging in the
classroom and within the field.

A more recent study [7] summarizes the key lessons learned
when using GitHub in the classroom. First of all, the authors
recommend providing proper instructions, compatible with
students’ prior experience, on how to use Git to gain the
most benefits from system use. For undergraduate courses,
GitHub Classroom is a better choice than GitHub, as GitHub
Classroom simplifies the educational use of GitHub. They also
found that custom offline automated systems are more effec-
tive for assessing students’ assignments than using GitHub
Actions.

In [8], the authors present two distinct approaches for
automatic C code assessment in programming education: one
is a custom-designed web-based tool, while the other involves
using GitHub Actions and GitHub Classroom. The web-based
tool offers a graphical user interface in Hungarian and assesses
code based on various criteria, including syntax, behavior,
and code quality metrics. The GitHub-based system employs
repositories and automation to evaluate student assignments,
providing immediate feedback and the ability to track students’
progress and activities. The authors conducted experiments
at the University of Miskolc to compare the effectiveness of
both systems in engaging students and improving their coding
skills. The results show that both systems were beneficial
for student engagement and learning, with the GitHub-based
system offering more comprehensive tracking capabilities and
integration with the software engineering community’s prac-
tices.

B. Mining Educational Data

The field of educational data mining (EDM) has received
significant attention in recent years. Researchers and educators
are increasingly seeking to utilize the extensive data generated
within educational settings to gain valuable insights and drive
substantial improvements. This goal can be achieved by ap-
plying data mining techniques, which offer a robust set of
tools capable of uncovering hidden patterns, associations, and
anomalies within educational data. By understanding these
patterns, educators can develop targeted interventions and
personalized learning strategies that address the specific needs
of individual students [9], [10].

Building on the foundation established by educational data
mining, the field of educational process mining has emerged
as a specialized discipline dedicated to extracting meaningful
insights from event logs. Process mining techniques [3] are
particularly effective for analyzing the sequences of activ-
ities performed by students, which are captured in event
logs generated from interactions with learning management
systems, online courses, and other educational technologies.
By applying process mining techniques to these event logs,
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researchers can uncover the actual learning paths taken by
students, identify critical points where students struggle or
deviations from expected or ”ideal” paths, and explore how
these deviations impact learning outcomes [11], [12]. These
valuable insights allow for educators to tailor their teaching
strategies.

In summary, while educational data mining provides broad
insights into various types of educational data, educational
process mining focuses on the detailed analysis of event logs
to uncover the actual learning paths taken by students. The
integration of the two fields provides a powerful means to
enhance the understanding and improvement of educational
processes. This paper aims to contribute to this growing field
by exploring how process mining algorithms can be applied to
educational data, ultimately paving the way for more effective
and personalized education.

C. Event Log Standards

Process mining algorithms work with event logs produced
by various information systems. Consequently, these logs can
appear in numerous formats and instantiations. Each system
architecture with a logging mechanism has historically devel-
oped its own solution for recording events. The initial effort
to standardize event logs was MXML (Mining eXtensible
Markup Language), which organized timestamps, resources,
and transactions in a uniform format. This was followed by the
introduction of the XES (eXtensible Event Stream) standard,
which was published in 2016 as the IEEE 1849-2016 Standard
for eXtensible Event Stream.

Despite its comprehensive approach, the XES standard
encounters difficulties when handling object-centric data (e.g.,
database tables) due to the complexities of one-to-many and
many-to-many relationships. In response to these challenges,
a new method was proposed to extract, transform, and store
object-centric data, resulting in the Object-Centric Event Log
(OCEL) Standard which was released in 2021 [13].

Fig. 1. OCEL schema with n− n Events and Objects connections

OCEL 2.0 represents a modernized approach to capturing
and analyzing event data in complex information systems
[14]. Traditional event logs typically record sequences of
events related to single entities, such as customer orders or
individual transactions. However, many real-world processes

involve multiple interacting objects, such as customers, orders,
products, and payments. OCEL 2.0 addresses this complexity
by enabling a richer and more holistic representation of event
data (see Figure 1). The key features of OCEL 2.0 [14] are as
follows.

• Multi-Object Support
Multiple Objects Per Event: Unlike traditional event logs
that often focus on a single case or entity, OCEL 2.0
allows each event to be associated with multiple objects
of different types. This capability is crucial for accurately
modeling complex processes where events involve inter-
actions between several objects.

• Enhanced Data Model
Object Types and Attributes: OCEL 2.0 defines various
object types and allows each object type to have its
attributes. This structured approach facilitates detailed
analysis and better understanding of the relationships
between different objects.

• Improved Analysis Capabilities
Holistic Process Views: By considering the interactions
between multiple objects, OCEL 2.0 enables more com-
prehensive process mining and analysis. This leads to
deeper insights into process performance, bottlenecks,
and areas for improvement. Multi-Perspective Analysis:
Analysts can explore processes from different perspec-
tives, such as the lifecycle of individual objects or the
interactions between specific types of objects.

• Interoperability and Standards
Standardized Format: OCEL 2.0 promotes the use of stan-
dardized formats for event logs, ensuring compatibility
and interoperability between different tools and systems
used in process mining and analysis.

• Tool Support
Integration with Process Mining Tools: OCEL 2.0 is
supported by various process mining tools, enabling users
to leverage its advanced features for process discovery,
conformance checking, and performance analysis.

Overall, OCEL 2.0 represents a significant advancement in the
field of process mining and event log analysis, allowing for a
more nuanced and complete understanding of the processes.

IV. METHODS

In this research, we utilized the PM4Py Python program
library [15], [16], a sophisticated tool developed by the
Fraunhofer Institute, to implement a variety of algorithms and
services associated with process mining. PM4Py stands out
for its comprehensive suite of functionalities that facilitate the
analysis, visualization, and discovery of process models from
event logs, making it an ideal choice for our investigations.

Our primary focus was on process discovery algorithms,
which are essential for revealing the underlying process mod-
els that govern the sequences of events captured in logs. An
event log is defined as

L = {< A,B,C,D >, < A,C,D >, < A,B,D >} (1)

where A, B, C, and D are the events in the log, and L
denotes the possible order of the events. To this end, we
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conducted an in-depth examination of three prominent process
discovery methods: the Alpha Miner, the Inductive Miner, and
the Heuristic Miner [17]. Each of these methods brings distinct
methodologies and advantages to the table, allowing us to
explore different dimensions of process discovery.

The Alpha Miner algorithm [22], one of the earliest and
most fundamental process discovery techniques, operates by
identifying and interpreting patterns of event sequences to
construct a process model. This algorithm works by examining
the direct succession of events and determining causal relation-
ships, which it then uses to build a Petri net representation of
the process. In Eq. (1) these two cases are possible (which is
a sequence pattern):

A → B or A → B (2)

While the Alpha Miner is effective in providing a basic
structure of the process, it has limitations when dealing with
noise, infrequent paths, and complex dependencies within the
event log.

In contrast, the Inductive Miner algorithm [19], [20] offers
a more advanced and robust approach. It employs a recur-
sive technique that divides the event log into smaller parts,
constructs models for these parts, and then combines them to
form a comprehensive process model. A directly follows graph
is represented mathematically by

G(L) = (AL, →L, A
s
L, A

e
L) (3)

where AL is an event in the log, →L means an edge between
two events (a directly follows relation), As

L is the start and
Ae

L is the end event.
This method is particularly suitable for handling noisy and

complex data, producing more precise and comprehensible
models. Its ability to generate hierarchical models makes it
especially useful for understanding complex processes with
multiple layers of activities.

The Heuristic Miner algorithm [21] takes a different ap-
proach by focusing on the discovery of frequent patterns and
significant relationships within the event log. This algorithm
uses statistical measures to assess the frequency and sig-
nificance of event connections, thereby identifying the most
prominent pathways in the process. The Heuristic Miner is
particularly valuable for analyzing real-world data that may
contain deviations, exceptions, and variations, providing a
realistic and practical view of the process.

In our investigations we used a real-world event log
recorded by Github, which contains few frequent patterns and
a multitude of unique cases. For this reason, the Alpha Miner
was deemed insufficient for our needs due to its sensitivity
to noise and difficulty in handling complex dependencies.
Instead, we opted to use the Inductive Miner and Heuristics
Miner algorithms.

V. DATA MODELING AND ANALYSIS

Our experiment covered 52 practical problems propagated
using GitHub Classroom within an introductory programming
course. These assignments are designed for out-of-classroom
practice to help novice programmers in developing their skills

in C programming. The tasks are categorized into 8 groups
according to the related topics as listed in Table I. The groups
represent the level of the acquired skills as the tasks are
designed to incrementally build upon one another. The 1st level
is completed if the tasks from the first 3 groups are solved.
The 2nd level is done after completing tasks from groups 4
and 5. The next level contains tasks from groups 6 and 7, and
the top level is represented by the tasks of group 8. Students
were asked to complete tasks in the order of these levels, and
they were free to choose the tasks to solve and their order
within the topic groups. We encouraged them to complete as
many assignments as possible and try to deliver more than one
acceptable solution for the same problem.

Fig. 2. Commit statistics for tasks groups

In the present study, 59 students registered for GitHub
Classroom to access these assignments as extracurricular
activities. They collectively produced 2, 789 commit events,
which were automatically tested by GitHub Actions to provide
prompt evaluations as either failed (1, 951 commits) or passed
(838 commits). The statistics of the executed commits are
shown in Figure 2. These data are recorded and stored in
an event log, with each entry containing the GitHub iden-
tifier of the student (resource), the name of the assignment
(activity), the time of the commit event (timestamp), and its
result (conclusion). The details of the assignments include
their topic group and level. Student data come from the
university’s learning management system, where their mid-
semester performance (signature) and final grade (grade) have
been recorded. Since all three sources are utilized to address
our research objectives, the data model is described by the
OCEL schema in Figure 5.

Fig. 3. Objects data in XML format
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TABLE I
COMMIT STATISTICS FOR TASK GROUPS

Task group Programming topic Level Num. of tasks Commits Failed Passed Success rate(%)

1 Use of variables, basic data types,
arithmetic operators, and built-in
mathematical and input/output functions

1 10 355 281 74 20.85

2 Control structures
(selections and iterations), use of
relational and logical operators

1 7 242 167 75 30.99

3 Basic algorithms (counting, summing) 1 8 520 373 147 28.27
4 Using one-dimensional numeric and

character arrays
2 7 784 581 203 25.89

5 Basic algorithms with one-dimensional
arrays (max/min selection, searching)

2 2 116 49 67 57.76

6 Defining functions 3 9 585 389 196 33.50
7 Working with strings and functions 3 4 117 63 54 46.15
8 Using struct data type 4 5 70 48 22 31.43

Total 52 2 789 1 951 838 30.05

Fig. 4. Event data in XML format

The data are stored in an xmlocel file. In this format,
events are represented as shown in Figure 4, capturing essential
attributes such as timestamp, activity, and resource. The event
type is not specified because all events in our data set are of
the type GitHub commit. However, the result of the commit
is important and is stored in the conclusion attribute of the
event. Each event is connected to two objects: a student and
a task. Student objects serve as the resources for the events
and are described by the signature binary flag and exam grade
attributes. Task objects represent the activities affected by the
event and are described by the topic and level attributes, as
shown in Figure 3.

Table I summarizes the commit data for the programming
task groups, while Table II presents the same data categorized
by the students’ exam grades.

We can see from Table I that students achieved the lowest
success rate in the first task group, although these tasks are
the simplest ones. The reason behind this is that the use of
Git was new to the students, and they used these simple tasks
to get acquainted with the technique of taking an assignment
and then committing and pushing the solution back to GitHub
while producing a high rate of unsuccessful commits. In task
groups 5 and 7 less number of commits occurred with the
highest success rate, which means that most students quit the
game after completing the 1st level and those who carried on
were eager to solve the problems. The least number of commits
were executed in task group 8. Here the success rate is low,
which can be attributed to the fact that this group contains
advanced-level tasks that are not included in the end-semester

Fig. 5. OCEL schema for User-Task-Event log

exam. Therefore few students worked on these problems and
they were not motivated to make more effort.

Table II summarizes the commit events from the students’
aspect. The data show that the success rate of GitHub commits
and the number of successful commits per student increase
in line with the grade, so we can conclude that students who
were more insistent in finding the right solution achieved better
results at the end of the semester. It is also worth noting that
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TABLE II
COMMIT STATISTICS FOR STUDENT GRADES

Exam grade Num. of students Commits Failed Passed Success rate (%)
Total Per student Total Per student Total Per student Total passed / total commits

1 − failed 14 489 34.93 391 27.93 98 7.00 20.04
2 − passed 17 766 45.06 564 33.18 202 11.88 26.37
3 − satisfactory 9 526 58.44 364 40.44 162 18.00 30.80
4 − good 6 307 51.17 197 32.83 110 18.33 35.83
5 − excellent 13 701 53.92 435 33.46 266 20.46 37.95

Total 59 2 789 47.27 1 951 33.07 838 14.20 30.05

the total number of trials is significantly higher in the case
of students passing the exam than for those who failed. This
number is also remarkable for excellent students compared to
those who completed the exam with less success.

By applying process discovery methods to this event log,
we first created and compared learning process models of suc-
cessful and failing students. The second experiment focused
on creating a learning process model that is representative of
individual cases to identify bottleneck problems that hinder
students’ progress.

VI. LEARNING PROCESS MODELING

Analyzing the event log, the aggregated values in Table III
do not show a significant difference between the students who
completed the C programming course with an exam grade
> 1 and those who failed the exam in terms of the number
of commits. We applied independent t-tests to investigate this
hypothesis with 95% significance, and we obtained a p-value
of 0.20 for the total number of commits and a p-value of 0.50
for the failed commits, so there is no evidence to reject the
null hypothesis of equal means in these cases. On the other
hand, there is a difference between the number of successful
commits, as indicated by a p-value of 0.0056. Also, there is
a significant difference between the means of the number of
tasks solved, as indicated by a p-value of 0.0077.

Fig. 6. Learning process model of successful students

For modeling the learning process of the two student groups,
the event log was first filtered to include only those students
who completed the C programming course. This resulted in an
event log containing 2 300 committed events from 45 students.
We applied the Heuristic Miner algorithm in the PM4Py

Fig. 7. Learing process modell of failing students

package to produce the heuristics net in Figure 6, as opposed
to Figure 7, which was generated from the event log containing
the 489 commits of 14 students who failed the course exam.
This heuristics net provides a comprehensive visualization of
the processes, highlighting the critical paths, frequent events,
and transitions.

In Figure 6, we can see that in the group of successful
students, 14 started the learning process with a task from topic
No. 1, 7 started with topic No. 2, and 18 started with topic
No. 3. Most frequently, they stopped after completing tasks
in topics No. 6 or No. 7. Students typically solved the tasks
in the order of the topics. The only exception is when some
of them stepped back from topic No. 7 to topic No. 6. Tasks
from topic No. 5 were less frequently solved, which is why
this is not depicted in the figure. The numbers in the brackets
after the topics indicate the related commit events. In this
respect, topics No. 4 (Using one-dimensional arrays) and No. 6
(Defining functions) contain the tasks that required the most
practice, as evidenced by the highest number of repetitions.
This indicates a high number of unsuccessful commits, which
motivated students to keep on practicing with another task
from the same topic.

Comparing this learning process model to the one in Fig-
ure 7, we can conclude that failing students solved fewer
tasks from a smaller number of topics, typically from No. 3
or No. 4, and then stopped practicing. This resulted in a
smaller number of successful commits, which discouraged
them from continuing this kind of practice. This explains why
their learning model is less complex than the model of the
other group.
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TABLE III
AGGREGATED VALUES OF COMMIT EVENTS FOR STUDENT GROUPS

Num. of commits Successful commits Failed commits Num. of tasks

All students mean 47.27 14.20 33.07 16.58
max 221 36 185 42
min 2 0 0 1

Successful students mean 51.12 16.45 35.67 18.76
max 137 35 110 42
min 2 0 0 1

Failed students mean 34.93 7.00 27.93 9.57
max 221 36 185 35
min 2 0 0 1

T-test p-value 0.20 0.0056 0.50 0.0077

VII. DETECTING BOTTLENECK PROBLEMS

A bottleneck problem is defined as a task that is the last task
attempted by a student during their learning process within
any topic except for topics No. 6, No. 7, and No. 8, and
concluded with failure. Identifying these problems is crucial
for instructors when determining their teaching methods. If
they recognize the most significant problem areas, they can
focus on these during practice in class. We do not consider
tasks from the last topics as problematic, even if most students
stop practicing after completing them, because these topics
represent the highest level we cover for novice programmers.

In this examination, we identified 18 tasks where students
quit the practice process. From these, we filtered out the ones
that meet our bottleneck problem definition and visualized
the learning processes that most frequently failed at these
tasks. In this case, the filtered event log contained a signif-
icantly reduced number of cases showing infrequent behavior,
rendering the Heuristics Miner algorithm inapplicable. As an
initial approach, we used the Directly Follows Graph (DFG),
where the nodes represent the activities in the log, and directed
edges exist between nodes if there is at least one trace in the
log where the source task is directly followed by the target
task. Frequency values are represented on these directed edges.
Figures 8 and 9 highlight two examples of bottleneck problems
for instructors of C programming fundamentals.

A. Topic No. 3: Basic algorithms

Task 3 02: Count leap years between two years that you
have to read from the standard input while checking their
validity (integer numbers between 1 900 and the current year).

Fig. 8. DFG graph of learning processes ending with Task 3 02.

B. Topic No. 4: Using one-dimensional arrays

Task 4 03: Read float numbers from the standard input,
store them in an array, and decide whether the values follow
a monotonic-increasing order or not.

Since a DFG-based process map is created without gen-
eralization, it is typically much more complex than other
process models. For this reason, we also experimented with the
Inductive Miner algorithm of the PM4Py package, which is op-
timized for handling infrequent cases. This method generated
the process tree on Figure 10 for the problem at hand, which
was converted to a BPMN model for better comprehension.

We can conclude that students following the learning pro-
cess in Figure 8 were not persistent and stopped practicing
after a few attempts. On the other hand, students following
the learning process in Figure 9 got stuck at Task 4 03 after
solving several tasks.

VIII. CONCLUSIONS

This study aimed to enhance the understanding of successful
learning processes in programming by applying process dis-
covery methods to student commit data. In an introductory
programming course for first-year Computer Science BSc
students, 52 practical problems were distributed via GitHub
Classroom as out-of-class assignments. GitHub recorded 2 789
commits from 59 students, whose exam grades were extracted
from the learning management system of the university. All
these data were incorporated into an object-centric event log,
which was converted to a case-based log to execute the process
discovery algorithms implemented in the PM4Py library. The
primary objectives were to identify the distinguishing features
of the learning processes of successful students and to detect
bottlenecks that hinder student progress.

By applying the Heuristics Miner and Inductive Miner
process discovery methods to the event log, we first created
and compared learning process models of successful and
failing students. This comparison revealed specific patterns and
strategies that contributed to student success. Subsequently,
we conducted a second experiment focusing on identifying
bottleneck problems within the learning processes. These
bottlenecks were found to be significant barriers to student
progress, providing crucial insights for improving educational
practices.



Application of Process Discovery Methods
for Learning Process Modeling

31SPECIAL ISSUE ON AI TRANSFORMATION 31

Special Issue
of the Infocommunication Journal

8

Fig. 9. DFG graph of learning processes ending with Task 4 03.

Fig. 10. Process tree of learning processes ending with Task 4 03.

Overall, the findings from this research contribute to a
deeper understanding of how students interact with program-
ming assignments. The results highlight the importance of
tailored instructional methods that address individual learning
challenges, ultimately enhancing educational outcomes.
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Abstract—In the industrial environment, the reliability of 
machines and equipment is not only a matter of convenience but 
a key factor in terms of the productivity and competitiveness of 
companies. Unexpected breakdowns, shutdowns or malfunctions 
of machines can cause serious economic damage, not to mention 
potential workplace accidents or environmental damage. This 
article presents a failure prediction model, where the probability 
failure of machines and pieces of equipment is determined using 
the Weibull distribution. The model can predict the failure of a 
single machine and determine the failure of the entire system. 
After the introduction, the most important literature on the 
subject is presented, followed by a description of the Weibull 
distribution. The article describes the test datasets and their 
results. The tests were created for the following data sizes: 2 
units, 5 units, 15 units, 40 units, 100 units.

Index Terms—failure prediction, machine health, Weibull 
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I. INTRODUCTION 
The reliability and efficiency of machines and pieces of 
equipment are key factors for the smooth operation of 
production. Machine breakdowns and unexpected shutdowns 
can cause significant economic losses and also increase the 
risk of workplace accidents and environmental pollution. To 
increase the efficiency of industrial maintenance and 
operation, failure prediction has become increasingly 
important. Over the years, researchers have proposed 
mathematical models and distributions to determine the 
probability of machine failure, which can be used to optimize 
maintenance schedules and minimize unexpected downtime. 
The Weibull distribution is a powerful tool in failure 
prediction and reliability analyses. The Weibull distribution is 
a parametric probability distribution. It is well adapted to data 
that comes from long-lived systems and helps in the analysis 
of systems where failure changes over time. The rest of the 
article is structured as follows: Section 2 describes the 
importance and the scientific background of the topic based on 
search engine analyses and related publications. Section 3 
describes the Weibull distribution. After that, Section 4 
presents the test datasets and their results. The last section 
presents the conclusion and future research direction. 
The main contribution of this paper is the application of the 
Weibull distribution to predict system failures in several 
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datasets of different sizes (2, 5, 15, 40, and 100 units). The 
research presents two innovative types of diagrams for visual 
representation of failure probabilities: failure unit and fault 
tree probability diagrams. These tools enable a more detailed 
and efficient understanding of the failure behavior of industrial 
equipment, providing insights to optimize maintenance 
schedules and reduce unplanned downtime. 

II. LITERATURE REVIEW 
Over the years, many researchers have investigated the topic 
of failure prediction. The article presents the search results of 
Google Scholar, where the following keywords were 
investigated: "Asset lifecycle management", "Condition 
monitoring" and, "Maintenance strategies". , "Machine health 
monitoring", "Reliability-centered maintenance", "Equipment 
reliability", "Lifecycle cost analysis". Figure 1 presents the 
number of publications per year from 2010 to 2023. Based on 
the figure it can be seen that the number of publications is 
increasing over the year. 
The article then presents some of the featured articles that 
investigate the topic of failure probability determination 
system. 
Çınar, Z.M. et al. al [1] investigated predictive maintenance. 
The paper describes the following types of maintenance: 
reactive (repairing if it is damaged), planned (scheduled 
maintenance), proactive (troubleshooting to improve 
performance), and predictive (reliability is predicted). The 
article reports on a system where smart sensors monitor 
machines. This data is transmitted over the network, then the 
data is monitored by staff to investigate if the machines are 
well maintained and whether they are in good condition. The 
software can predict future failures and machine health. The 
system infers this condition from past data with Machine 
Learning. The system automatically issues a maintenance 
ticket to the technician, which the technician approves and 
performs. 
Karuppusamy, D. P. [2] investigates the predictive 
maintenance scheduling. This maintenance process is based on 
sensors and their measurements. In the article, the following 
algorithm was used for predictive maintenance scheduling: 
decision tree, and random forest. 
Luo, M. et al. [3] presented a two-stage maintenance system 
for equipment prediction and maintenance schedule 
optimization. A neural network is used for the failure 
prediction. 
Wan, J. et al. [4] implemented a cloud-based big data solution 
for active preventive maintenance in a production 
environment. It provides data processing, analysis and 
forecasting. 
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monitoring", "Reliability-centered maintenance", "Equipment 
reliability", "Lifecycle cost analysis". Figure 1 presents the 
number of publications per year from 2010 to 2023. Based on 
the figure it can be seen that the number of publications is 
increasing over the year. 
The article then presents some of the featured articles that 
investigate the topic of failure probability determination 
system. 
Çınar, Z.M. et al. al [1] investigated predictive maintenance. 
The paper describes the following types of maintenance: 
reactive (repairing if it is damaged), planned (scheduled 
maintenance), proactive (troubleshooting to improve 
performance), and predictive (reliability is predicted). The 
article reports on a system where smart sensors monitor 
machines. This data is transmitted over the network, then the 
data is monitored by staff to investigate if the machines are 
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software can predict future failures and machine health. The 
system infers this condition from past data with Machine 
Learning. The system automatically issues a maintenance 
ticket to the technician, which the technician approves and 
performs. 
Karuppusamy, D. P. [2] investigates the predictive 
maintenance scheduling. This maintenance process is based on 
sensors and their measurements. In the article, the following 
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Wan, J. et al. [4] implemented a cloud-based big data solution 
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environment. It provides data processing, analysis and 
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Article Objective Methods Used Data Source System Examined 

Our research Failure prediction using 
Weibull distribution 

Weibull distribution, tests for 
different equipment sizes 

Simulated data (2, 5, 15, 40, 
100 units) 

Individual machines and full 
system 

Çınar et al. [1] Predictive maintenance Machine Learning, analysis 
of data from smart sensors 

Sensor data, transmitted over 
a network 

General machines 

Karuppusamy [2] Predictive maintenance 
scheduling 

Decision tree, Random 
Forest 

Sensor data Manufacturing equipment 

Luo et al. [3] Two-stage prediction and 
scheduling 

Neural network Sensor data Industrial equipment 

Wan et al. [4] Big data analysis for 
preventive maintenance 

Big data-based analysis and 
forecasting 

Cloud-based system Manufacturing environment 

Bastos et al. [5] Testing predictive algorithms Rapid Miner, data mining 
algorithms (alarm, 

maintenance actions) 

Single machine data Single machine, 
multi-machine planned 

Dangut et al. [6] Aircraft maintenance and 
scheduling 

Deep Learning, Markov 
Decision Process 

Aircraft data Aircraft maintenance 

Irinyi & Cselkó [7] Effectiveness of maintenance 
strategies 

Testing constant and variable 
interval strategies 

Artificially created faulty 
data 

Simulated fault-repair 
system 

Shimada & Sakajo [8] Building maintenance Time series analysis, 
statistical approach 

Building condition data Buildings 

Wang et al. [9] ATM error prediction Classification algorithms 
(XGBoost, Random Forest, 
Ada Boost M1, LibSVM) 

ATM data Automated Teller Machines 
(ATMs) 

Martins et al. [10] Analyzing the condition of a 
paper industry press 

K-Means, Hidden Markov 
Model (HMM) 

Manufacturing data Paper industry drying press 

Table. 1. Comparison of maintenance approaches in the literature 
 
Bastos, P. et al. [5] investigated maintenance forecasting, 
during which data analysis algorithms are used. It utilizes the 
various data mining predictive algorithms found in Rapid 
Miner. The logical structure of the developed maintenance 
system consists of three parts: alarm, maintenance measures 
and predictive maintenance. The authors used the developed 
prototype system on a single machine, and they plan to apply 
it to several machines. 
Dangut, M.D. et al. [6] investigated aircraft maintenance and 
maintenance scheduling. Deep learning techniques are used 
for the problem. In the system, the data is first subjected to a 
pre-processing step. Then the data is divided into two parts 
(training and test) and classification is used, and the 
classification algorithms are evaluated according to efficiency. 
The developed system was tested by the authors on datasets of 
real airplanes. Markov Decision Process (MDP) was used as 
failure prediction algorithm. 
D. Irinyi and R. Cselkó [7] examined the effects of constant 
and variable interval maintenance strategies and compared 
their effectiveness. Tasks are examined through artificially 

created faulty data. In the first method, a certain number of 
errors are corrected, and in the second method, the authors 
prevent a certain number of errors. 
Shimada, J., and Sakajo, S. [8] examine the maintenance of 
building facilities prone to collapse. The condition of the 
buildings is diagnosed with time series data. A statistical 
approach is used to determine when maintenance is required. 
Wang, J. et al. [9] investigated predictive maintenance and 
present a classification-based error prediction method. The 
authors give an example of ATM maintenance in their article. 
The authors used the following classification algorithms in the 
system: XGBoost, Random Forest, Ada Boost M1, and 
LibSVM (which are available in Weka). 
Martins, A. et al. [10] presented a maintenance task of a paper 
industry drying press as an example. The data was collected 
every minute over three years and ten months. Based on the 
data, the model classifies the status of the device into the 
following categories: "Proper operation", "Warning status" and 
"Device error". Data cleaning and normalization are 
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Abstract—In the industrial environment, the reliability of 

machines and equipment is not only a matter of convenience but 
a key factor in terms of the productivity and competitiveness of 
companies. Unexpected breakdowns, shutdowns or malfunctions 
of machines can cause serious economic damage, not to mention 
potential workplace accidents or environmental damage. This 
article presents a failure prediction model, where the probability 
failure of machines and pieces of equipment is determined using 
the Weibull distribution. The model can predict the failure of a 
single machine and determine the failure of the entire system. 
After the introduction, the most important literature on the 
subject is presented, followed by a description of the Weibull 
distribution. The article describes the test datasets and their 
results. The tests were created for the following data sizes: 2 
units, 5 units, 15 units, 40 units, 100 units. 
 
Index Terms— failure prediction, machine health, Weibull 
distribution 

I. INTRODUCTION 
The reliability and efficiency of machines and pieces of 
equipment are key factors for the smooth operation of 
production. Machine breakdowns and unexpected shutdowns 
can cause significant economic losses and also increase the 
risk of workplace accidents and environmental pollution. To 
increase the efficiency of industrial maintenance and 
operation, failure prediction has become increasingly 
important. Over the years, researchers have proposed 
mathematical models and distributions to determine the 
probability of machine failure, which can be used to optimize 
maintenance schedules and minimize unexpected downtime. 
The Weibull distribution is a powerful tool in failure 
prediction and reliability analyses. The Weibull distribution is 
a parametric probability distribution. It is well adapted to data 
that comes from long-lived systems and helps in the analysis 
of systems where failure changes over time. The rest of the 
article is structured as follows: Section 2 describes the 
importance and the scientific background of the topic based on 
search engine analyses and related publications. Section 3 
describes the Weibull distribution. After that, Section 4 
presents the test datasets and their results. The last section 
presents the conclusion and future research direction. 
The main contribution of this paper is the application of the 
Weibull distribution to predict system failures in several 
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datasets of different sizes (2, 5, 15, 40, and 100 units). The 
research presents two innovative types of diagrams for visual 
representation of failure probabilities: failure unit and fault 
tree probability diagrams. These tools enable a more detailed 
and efficient understanding of the failure behavior of industrial 
equipment, providing insights to optimize maintenance 
schedules and reduce unplanned downtime. 

II. LITERATURE REVIEW 
Over the years, many researchers have investigated the topic 
of failure prediction. The article presents the search results of 
Google Scholar, where the following keywords were 
investigated: "Asset lifecycle management", "Condition 
monitoring" and, "Maintenance strategies". , "Machine health 
monitoring", "Reliability-centered maintenance", "Equipment 
reliability", "Lifecycle cost analysis". Figure 1 presents the 
number of publications per year from 2010 to 2023. Based on 
the figure it can be seen that the number of publications is 
increasing over the year. 
The article then presents some of the featured articles that 
investigate the topic of failure probability determination 
system. 
Çınar, Z.M. et al. al [1] investigated predictive maintenance. 
The paper describes the following types of maintenance: 
reactive (repairing if it is damaged), planned (scheduled 
maintenance), proactive (troubleshooting to improve 
performance), and predictive (reliability is predicted). The 
article reports on a system where smart sensors monitor 
machines. This data is transmitted over the network, then the 
data is monitored by staff to investigate if the machines are 
well maintained and whether they are in good condition. The 
software can predict future failures and machine health. The 
system infers this condition from past data with Machine 
Learning. The system automatically issues a maintenance 
ticket to the technician, which the technician approves and 
performs. 
Karuppusamy, D. P. [2] investigates the predictive 
maintenance scheduling. This maintenance process is based on 
sensors and their measurements. In the article, the following 
algorithm was used for predictive maintenance scheduling: 
decision tree, and random forest. 
Luo, M. et al. [3] presented a two-stage maintenance system 
for equipment prediction and maintenance schedule 
optimization. A neural network is used for the failure 
prediction. 
Wan, J. et al. [4] implemented a cloud-based big data solution 
for active preventive maintenance in a production 
environment. It provides data processing, analysis and 
forecasting. 
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increasing over the year. 
The article then presents some of the featured articles that 
investigate the topic of failure probability determination 
system. 
Çınar, Z.M. et al. al [1] investigated predictive maintenance. 
The paper describes the following types of maintenance: 
reactive (repairing if it is damaged), planned (scheduled 
maintenance), proactive (troubleshooting to improve 
performance), and predictive (reliability is predicted). The 
article reports on a system where smart sensors monitor 
machines. This data is transmitted over the network, then the 
data is monitored by staff to investigate if the machines are 
well maintained and whether they are in good condition. The 
software can predict future failures and machine health. The 
system infers this condition from past data with Machine 
Learning. The system automatically issues a maintenance 
ticket to the technician, which the technician approves and 
performs. 
Karuppusamy, D. P. [2] investigates the predictive 
maintenance scheduling. This maintenance process is based on 
sensors and their measurements. In the article, the following 
algorithm was used for predictive maintenance scheduling: 
decision tree, and random forest. 
Luo, M. et al. [3] presented a two-stage maintenance system 
for equipment prediction and maintenance schedule 
optimization. A neural network is used for the failure 
prediction. 
Wan, J. et al. [4] implemented a cloud-based big data solution 
for active preventive maintenance in a production 
environment. It provides data processing, analysis and 
forecasting. 
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every minute over three years and ten months. Based on the 
data, the model classifies the status of the device into the 
following categories: "Proper operation", "Warning status" and 
"Device error". Data cleaning and normalization are 
performed by the authors. Then the following methods are 
used to determine the states: K-Means and Hidden Markov 
Models (HMM). 

III. WEIBULL-DISTRIBUTION 
The Weibull distribution [11] is one of the probability 
distributions widely used in statistical modelling and data 
analysis. It is particularly popular in industrial reliability 
analysis and failure prediction. The Weibull distribution is 
often used to model events over time, such as machine 
failures, deaths, or product lifetimes. The advantage of the 
Weibull distribution is that it flexibly adapts to different data 
sets and reliably describes changes over time that often occur 
in real life. The following notations are used: 

●  – life expectancy η
●  – distribution function  𝐹𝐹𝐹𝐹𝐹𝐹 𝐹 𝐹𝐹𝐹η 𝐹 𝐹𝐹𝐹

There are several common notations for the parameters of the 
Weibull distribution. The use of different notations is clearly 
explained by the fact that the Weibull distribution has been 
used very widely in a wide variety of scientific fields, as well 
as the fact that many different ways of determining the 
parameters are known, and the rewriting of the variables for 
each solution results in significant simplifications. 
  𝐹𝐹

𝑐𝑐
𝐹𝐹𝐹𝐹 𝐹 𝑥𝑥 𝑥 𝑥𝑥𝐹𝐹𝑥𝑥𝐹𝑥 𝐹𝐹𝑐𝑐𝐹,   𝑖𝑖𝑖𝑖 𝐹𝐹 𝑖 𝑖,  𝑖,   𝑖𝑖𝑖𝑖 𝐹𝐹 𝐹 𝑖 (1) 

The paper uses the above notation to denote the standard 
Weibull distribution. From this, the distribution of linear 
transforms results in the following formula: 

 (2) 𝐹𝐹
𝑐𝑐
𝐹 𝐹𝐹𝑥𝑥𝑥

𝑏𝑏 𝐹.
This family of distributions is also a three-parameter, from 
which  is the so-called shape parameter (type parameter). 𝑐𝑐
However, it must be an asymmetric distribution. 
1. In the case of the distribution, if  then the exponential 𝑐𝑐 𝐹 𝑥
distribution, if  the Rayleigh distribution, while 𝑐𝑐 𝐹 𝑐

 the distribution becomes nearly symmetrical and 𝑐𝑐 𝐹 𝑐. 𝑐𝑐
closely approximates the normal distribution. With a suitable 
parameter choice, it is also possible for the Weibull 
distribution to closely approximate the lognormal and Γ
-distributions [12]. 
2. There are many methods for determining the parameters, 
but they are not robust on the one hand, and are difficult to 
handle on the other. A good example of difficult handling is 
parameter determination using the momemtum method. If  ξ

 are a random variable with parameter Weibull 𝑥𝑥, 𝑏𝑏, 𝑐𝑐
distribution, then 
   (3) 𝐸𝐸 𝐹ξ 𝑥 𝑥𝑥𝐹𝑘𝑘𝐹 𝐹 𝐹 𝑏𝑏𝑘𝑘Γ 𝑥 + 𝑘𝑘

𝑐𝑐𝐹 𝐹,
i.e. 

 

µ 𝐹 𝐸𝐸𝐹ξ𝐹 𝐹 𝑥𝑥 + 𝑏𝑏Γ 𝑥 + 𝑥
𝑐𝑐𝐹 𝐹 σ𝑐 𝐹 𝐸𝐸𝐹ξ 𝑥 µ𝐹𝑐 𝐹 𝑏𝑏𝑐 Γ 𝑥 + 𝑐

𝑐𝑐𝐹 𝐹 𝑥 Γ 𝑥𝐹𝐹
 (4) 

The    can be easily determined from a given sample, µ, σ𝑐, α
𝑐

the system of equations is not easy to solve, and it does not 
always have a solution [13]. 
Investigating with partial cases first, i.e. we assume that either 
the value of  or  is known. 𝑐𝑐 𝑥𝑥
1. If the value of  is known, then the value of  and  can be 𝑐𝑐 𝑥𝑥 𝑏𝑏
easily estimated from the previous system of equations, but 
the estimate will not be robust, because the average used to 
approach the expected value is not robust. On the other hand, 
the method of robust moments based on the distribution 
function gives a good estimate, since the distribution function 
is easy to handle and the type parameter is known. And so we 
already have a robust method, e.g. to the exponential 
distribution, to the Rayleigh distribution. 
2. If  is known, then our sample or the distribution function 𝑥𝑥
can be transformed into another type of distribution with the 
following transformation [14,15]: 
   (5) η 𝐹 𝐹 ξ 𝑥 𝑥𝑥𝐹
 then the distribution function is the following 
   (6) 𝐺𝐺𝐹𝐺𝐺𝐹 𝐹 𝑥 𝑥 𝑥𝑥𝐹𝐹𝑥𝑥 𝑥 𝑥𝑥𝐹𝐹𝑥𝑥 𝐺𝐺𝑥𝑦𝑦

𝑠𝑠𝐹 𝐹𝐹 𝐹,

where  is the location parameter and  is the scale 𝑦𝑦 𝐹 𝑏𝑏 𝑠𝑠 𝐹 𝑥
𝑐𝑐

parameter. With this, we not only got a robust estimation 
option for the scale and shape parameters of the Weibull 
distribution, but also a simple option compared to the 
relatively complicated methods.  
For the case when all three parameters are unknown, it was 
not possible to develop a truly robust method, because it was 
not possible to provide a really good robust estimate for the 
location parameter  or the shape parameter  separately. 𝑥𝑥 𝑐𝑐
However, the following simple procedure can be used well. 
The value of the parameter  from the sorted sample can be 𝑥𝑥
estimated with the following equation: 
   (7) 𝑥𝑥

𝑛𝑛
𝐹𝑖𝐹 𝐹 ξ

𝑥
⋆ 𝑥 𝑐𝐹ξ

𝑐
⋆ 𝑥 ξ

𝑥
⋆𝐹

This can be further accelerated by not using the median and 
the median absolute deviation as a starting solution, but the 
   (8) 𝑥 𝑥 𝑥𝑥𝑥𝑥  𝑥𝑥𝑛𝑛𝑎𝑎  𝑥 𝑥 𝑥𝑥𝑥𝑖.𝑐

using quantiles (ordered sample elements) belonging to 
probabilities 

  (9) 𝑦𝑦
𝑛𝑛

𝐹𝑖𝐹 𝐹 𝐹 ξ
𝑘𝑘

⋆ 𝑥 𝑥𝑥𝐹  𝑥𝑥𝑛𝑛𝑎𝑎  𝑠𝑠
𝑛𝑛

𝐹𝑖𝐹 𝐹
𝐹 ξ

𝑘𝑘
⋆𝑥𝑥𝑥𝐹𝑥𝐹 ξ

𝑙𝑙
⋆𝑥𝑥𝑥𝐹

𝐹 𝑐𝐹

using starting estimates where 
 𝑘𝑘 𝐹 𝑛𝑛 𝑥 𝑥 𝑥𝑥𝑥𝑥𝐹 𝐹 + 𝑖. 𝑐[ ]   𝑥𝑥𝑛𝑛𝑎𝑎   𝑙𝑙 𝐹 𝑛𝑛 𝑥 𝑥 𝑥𝑥𝑥𝑖.𝑐𝐹 𝐹 + 𝑖. 𝑐[ ].

 

(10) 

Computer experience shows that if the number of sample 
elements is greater than 100, then the values of the parameters 
can be easily recovered from the pseudo-random numbers. 
The statistic value of  is usually less than 0.2. This shows ω

𝑛𝑛
𝑐

that the fit is acceptable at almost all significance levels. 
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not possible to provide a really good robust estimate for the 
location parameter  or the shape parameter  separately. 𝑥𝑥 𝑐𝑐
However, the following simple procedure can be used well. 
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every minute over three years and ten months. Based on the 
data, the model classifies the status of the device into the 
following categories: "Proper operation", "Warning status" and 
"Device error". Data cleaning and normalization are 
performed by the authors. Then the following methods are 
used to determine the states: K-Means and Hidden Markov 
Models (HMM). 

III. WEIBULL-DISTRIBUTION 
The Weibull distribution [11] is one of the probability 
distributions widely used in statistical modelling and data 
analysis. It is particularly popular in industrial reliability 
analysis and failure prediction. The Weibull distribution is 
often used to model events over time, such as machine 
failures, deaths, or product lifetimes. The advantage of the 
Weibull distribution is that it flexibly adapts to different data 
sets and reliably describes changes over time that often occur 
in real life. The following notations are used: 

●  – life expectancy η
●  – distribution function  𝐹𝐹𝐹𝐹𝐹𝐹 𝐹 𝐹𝐹𝐹η 𝐹 𝐹𝐹𝐹

There are several common notations for the parameters of the 
Weibull distribution. The use of different notations is clearly 
explained by the fact that the Weibull distribution has been 
used very widely in a wide variety of scientific fields, as well 
as the fact that many different ways of determining the 
parameters are known, and the rewriting of the variables for 
each solution results in significant simplifications. 
  𝐹𝐹
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The paper uses the above notation to denote the standard 
Weibull distribution. From this, the distribution of linear 
transforms results in the following formula: 
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but they are not robust on the one hand, and are difficult to 
handle on the other. A good example of difficult handling is 
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   (3) 𝐸𝐸 𝐹ξ 𝑥 𝑥𝑥𝐹𝑘𝑘𝐹 𝐹 𝐹 𝑏𝑏𝑘𝑘Γ 𝑥 + 𝑘𝑘

𝑐𝑐𝐹 𝐹,
i.e. 

 

µ 𝐹 𝐸𝐸𝐹ξ𝐹 𝐹 𝑥𝑥 + 𝑏𝑏Γ 𝑥 + 𝑥
𝑐𝑐𝐹 𝐹 σ𝑐 𝐹 𝐸𝐸𝐹ξ 𝑥 µ𝐹𝑐 𝐹 𝑏𝑏𝑐 Γ 𝑥 + 𝑐

𝑐𝑐𝐹 𝐹 𝑥 Γ 𝑥𝐹𝐹
 (4) 

The    can be easily determined from a given sample, µ, σ𝑐, α
𝑐

the system of equations is not easy to solve, and it does not 
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the value of  or  is known. 𝑐𝑐 𝑥𝑥
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can be transformed into another type of distribution with the 
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Models (HMM). 
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sets and reliably describes changes over time that often occur 
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as the fact that many different ways of determining the 
parameters are known, and the rewriting of the variables for 
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distribution to closely approximate the lognormal and Γ
-distributions [12]. 
2. There are many methods for determining the parameters, 
but they are not robust on the one hand, and are difficult to 
handle on the other. A good example of difficult handling is 
parameter determination using the momemtum method. If  ξ
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easily estimated from the previous system of equations, but 
the estimate will not be robust, because the average used to 
approach the expected value is not robust. On the other hand, 
the method of robust moments based on the distribution 
function gives a good estimate, since the distribution function 
is easy to handle and the type parameter is known. And so we 
already have a robust method, e.g. to the exponential 
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parameter. With this, we not only got a robust estimation 
option for the scale and shape parameters of the Weibull 
distribution, but also a simple option compared to the 
relatively complicated methods.  
For the case when all three parameters are unknown, it was 
not possible to develop a truly robust method, because it was 
not possible to provide a really good robust estimate for the 
location parameter  or the shape parameter  separately. 𝑥𝑥 𝑐𝑐
However, the following simple procedure can be used well. 
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is easy to handle and the type parameter is known. And so we 
already have a robust method, e.g. to the exponential 
distribution, to the Rayleigh distribution. 
2. If  is known, then our sample or the distribution function 𝑥𝑥
can be transformed into another type of distribution with the 
following transformation [14,15]: 
   (5) η 𝐹 𝐹 ξ 𝑥 𝑥𝑥𝐹
 then the distribution function is the following 
   (6) 𝐺𝐺𝐹𝐺𝐺𝐹 𝐹 𝑥 𝑥 𝑥𝑥𝐹𝐹𝑥𝑥 𝑥 𝑥𝑥𝐹𝐹𝑥𝑥 𝐺𝐺𝑥𝑦𝑦

𝑠𝑠𝐹 𝐹𝐹 𝐹,

where  is the location parameter and  is the scale 𝑦𝑦 𝐹 𝑏𝑏 𝑠𝑠 𝐹 𝑥
𝑐𝑐

parameter. With this, we not only got a robust estimation 
option for the scale and shape parameters of the Weibull 
distribution, but also a simple option compared to the 
relatively complicated methods.  
For the case when all three parameters are unknown, it was 
not possible to develop a truly robust method, because it was 
not possible to provide a really good robust estimate for the 
location parameter  or the shape parameter  separately. 𝑥𝑥 𝑐𝑐
However, the following simple procedure can be used well. 
The value of the parameter  from the sorted sample can be 𝑥𝑥
estimated with the following equation: 
   (7) 𝑥𝑥

𝑛𝑛
𝐹𝑖𝐹 𝐹 ξ

𝑥
⋆ 𝑥 𝑐𝐹ξ

𝑐
⋆ 𝑥 ξ

𝑥
⋆𝐹

This can be further accelerated by not using the median and 
the median absolute deviation as a starting solution, but the 
   (8) 𝑥 𝑥 𝑥𝑥𝑥𝑥  𝑥𝑥𝑛𝑛𝑎𝑎  𝑥 𝑥 𝑥𝑥𝑥𝑖.𝑐

using quantiles (ordered sample elements) belonging to 
probabilities 

  (9) 𝑦𝑦
𝑛𝑛

𝐹𝑖𝐹 𝐹 𝐹 ξ
𝑘𝑘

⋆ 𝑥 𝑥𝑥𝐹  𝑥𝑥𝑛𝑛𝑎𝑎  𝑠𝑠
𝑛𝑛

𝐹𝑖𝐹 𝐹
𝐹 ξ

𝑘𝑘
⋆𝑥𝑥𝑥𝐹𝑥𝐹 ξ

𝑙𝑙
⋆𝑥𝑥𝑥𝐹

𝐹 𝑐𝐹

using starting estimates where 
 𝑘𝑘 𝐹 𝑛𝑛 𝑥 𝑥 𝑥𝑥𝑥𝑥𝐹 𝐹 + 𝑖. 𝑐[ ]   𝑥𝑥𝑛𝑛𝑎𝑎   𝑙𝑙 𝐹 𝑛𝑛 𝑥 𝑥 𝑥𝑥𝑥𝑖.𝑐𝐹 𝐹 + 𝑖. 𝑐[ ].

 

(10) 

Computer experience shows that if the number of sample 
elements is greater than 100, then the values of the parameters 
can be easily recovered from the pseudo-random numbers. 
The statistic value of  is usually less than 0.2. This shows ω

𝑛𝑛
𝑐

that the fit is acceptable at almost all significance levels. 



Failure prediction with Weibull distribution

SPECIAL ISSUE ON AI TRANSFORMATION 36

Special Issue
of the Infocommunication Journal

3 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
For example, the computer runs to return the theoretical result 
that a sample with a normal distribution can be well 
approximated by a Weibull distribution. 
If we use the suggested quantile estimates instead of the 
median and median absolute deviation, the number of iteration 
steps is approx. halved. 
Inference Process 
The Weibull distribution allows for flexible modeling of 
failure probabilities for individual components. During 
inference: 

● Input Data: The model starts with time-to-failure data 
for each unit or system component. This data is either 
collected empirically or generated synthetically, as in 
your test cases. 

● Parameter Estimation: The Weibull parameters 
 are estimated using robust methods when (𝑎𝑎𝑎 𝑎𝑎𝑎 𝑎𝑎𝑎

possible. Depending on the available information: 
o If  (shape parameter) is known, robust 𝑎𝑎

estimation techniques can calculate  𝑎𝑎
(location) and  (scale) efficiently.  𝑎𝑎

o If  (location parameter) is known, 𝑎𝑎
transformations simplify the estimation of  𝑎𝑎
and . 𝑎𝑎

o If all parameters are unknown, initial 
estimates are derived using quantiles (

 and ) to accelerate 1 − 𝑒𝑒−1 1 − 𝑒𝑒−0.5

computation and reduce iteration steps. 
The outcome of this process is a probability distribution for 
each component's time-to-failure. 
Aggregation Using Dependency Graphs 
To determine the system-level failure probability, the model 
aggregates individual unit distributions based on their 
relationships within a dependency graph: 
Graph Representation: Nodes represent components (units), 
and edges define dependencies (e.g., whether one component's 
failure directly impacts another). 
System Failure Rules: 

● Series Configuration: The system fails if any 
component fails. 

  (11) 𝑃𝑃
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠

= 1 −
𝑖𝑖=1

𝑛𝑛

∏ (1 − 𝐹𝐹
𝑖𝑖

𝑠𝑠( 𝑎𝑎

where  is the failure probability of the -th 𝐹𝐹
𝑖𝑖

𝑠𝑠( 𝑎 𝑖𝑖
component 

● Parallel Configuration: The system fails only if all 
components fail. 

  (12) 𝑃𝑃
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠

=
𝑖𝑖=1

𝑛𝑛

∏ (1 − 𝐹𝐹
𝑖𝑖

𝑠𝑠( 𝑎𝑎
𝑖𝑖=1

𝑛𝑛

∏ (1 − 𝐹𝐹
𝑖𝑖

𝑠𝑠( 𝑎𝑎

 

IV. TEST TESULTS 
 
This section presents the test results. During the research, test 
runs were conducted using the following datasets: 2 units, 5 
units, 15 units, 40 units, and 100 units. The datasets consist of 

randomly generated test data, designed to include parameters 
relevant to building operations. 
In this context, a 'unit' refers to individual components in the 
case of a single machine or, for a system, different machines 
that collectively form the system. Units represent elements 
that function together within a system. A failure in a single 
unit can potentially impact the entire system's operation. 
The program is self-developed, with a Python backend and 
Angular frontend. In Python, we used the Reliability library 
for the operations in connection with distribution. The 
frontend was coded in Angular, and the Chart.js library was 
applied for the charts. 
The test results is represented on two types of diagrams. The 
first is the failure-unit probabilities diagram, where the units 
are listed as individual objects when determining the failure 
probabilities, and the failure-tree probabilities diagram, where 
the failure probability of individual units is already determined 
by the failure probability of those units determines what it 
depends on. 

A. 2 units 
In this test case, the system contains 2 units. The start date of 
the measurements is: 28.01.2014, and the end date is: 
28.01.2024. 10 years have passed between the start date and 
the end date of the measurements. And approx. 90-120 days 
passed between the two measurements. 
The forecast starts from 28.01.2024 and does it every 10 days, 
and it makes a forecast for a total of 100 days from the start 
day. 

 
Fig. 3. Failure-unit probabilities diagram for 2 units 

 

 

Fig. 4. Failure-tree probabilities diagram for 2 units  
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In the figure above, we can see that the failure-unit 
probabilities and the failure-tree probabilities diagrams are the 
same. Even at the starting time, both units have a 0 probability 
of failure. U1 fails at day 40 with probability 1, and U2 fails at 
day 80 with probability 1. 

B. 5 units 
The measurements for 5 units are also started on 28.01.2014. 
and lasted for 10 years. 90-120 days also passed between each 
measurement. 
 

 
Fig. 5. Dependency graph for 5 units 

 
It can be seen that U1 has an AND relationship with U2 and 
U3. This means that if U2 or U3 fails, then U1 will fail as 
well. U2 depends on U4, while U5 depends on U3, which 
means that if U4 fails, so does U2, and if U5 fails, U3 also 
fails. 
The forecasts are begin from 28.01.2024. 
 

 
Fig. 6. Failure-unit probabilities diagram for 5 units 

 
The Figure 6 is the figure of failure-unit probabilities, which 
shows that U3 has the earliest probability of failure, and U1 
has the lowest probability of failure. As the period increases, 
the probability of failure increases. While the failure rate is 0 
at the start time, this value is often 100 or close to 100 days 
after the start time, so it is almost certain that the individual 
units will break down. 
 

 
Fig. 7. Failure-tree probabilities diagram for 5 units 

 
The failure-tree probabilities diagram already takes into 
account the dependence on other units for the failure 
probabilities of individual units. This type of diagram always 
gives greater or equal failure values than the failure-unit 
probability diagram, since it no longer examines the individual 
units by themselves, but also includes the dependence on other 
units in the failure probability. 
The values of the failure-tree probabilities diagram are already 
different from the values above. Here, U1 has the highest 
probability of failure (it also depends on U2 and U3, which 
also depend on U4 and U5, so U1 actually depends on all 
other units). U4 and U5 have the lowest failure probabilities, 
since these units do not depend on the others. Here, U1 
already fails with a probability of 1 in the 30th period, while 
the failure probability of each unit becomes 1 around the 80th 
period. 

C. 15 units 
The measurements started on 28.01.2014. The measurements 
were created every 90-120 days for 10 years. 
 

 
Fig. 8. Dependency graph for 15 units 

 
The diagram above shows the graph representation of the 
system. The U1 directly or indirectly depends on each unit. 
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This unit is AND connection with U3, U2, U5, U7 and U9. U3 
is also AND connection with U10 and U15. U2 is OR 
connection with U4, U6 and U8. U9 is AND connection with 
U12 and U14. In the case of the AND connection, if one unit 
fails, the given unit will also fail. In the case of an OR 
relationship, the given unit fails if all the units on which it 
depends are error. 
The forecasts started from 10.01.2023 and forecasts were 
created every 10 days for 150 days. 
 

 
Fig. 9. Failure-unit probabilities diagram for 15 units 

 
The failure-unit probabilities diagram is shown in the figure 
above. Accordingly, it can be seen that some units will fail 
from the start date of the forecast. While many units will 
certainly not fail even when the estimates begin. However, 
approximately 120 days from the start of the estimate, all units 
will be defective. It can be seen that some units break down 
later, while other units break down earlier (on their own, not as 
a dependency system). 
 

 
Fig. 10. Failure-tree probabilities diagram for 15 units 

 
The failure-tree probabilities diagram is already narrower, 
because here we also take into account dependencies. So if a 
given unit would not be fail in itself at a given time, but the 
unit (or units) it depends on is fail, then the unit will also fail 
on this diagram. In the graph above, we can see that the U1 
unit is the one that depends on all other units, so it is already 
fail at the beginning of the forecast. The diagram shows that 
certain units have a 0-probability failure at the beginning of 
the forecast, but after 90-100 days, all units will fail. It can 
also be seen that there are only 6 units that do not fail at the 

start of the forecast. 

D. 40 unit 
The previously presented systems were smaller, but the 
created software is also suitable for analyzing large systems. 
In this test run, we created a system with 40 units. The 
beginning of the measurements is 28.01.2014., and the 
measurements lasted for 10 years, the measurements were 
made every 90-120 days here as well. 
 

 
Fig. 11. Dependency graph for 40 units 

 
The figure above presents the system in a graph structure. Unit 
U1 depends directly or indirectly on all other units. 
Here too, the starting date was 10.01.2023, forecasts were 
created every 10 days for 150 days. 
 

 
Fig. 12. Failure-unit probabilities diagram for 40 units 
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The figure above is the failure-unit probabilities diagram. Here 
we can see the individual failure probabilities of each unit. 
Some units fail already at the start of the estimate, while other 
units approx. errors occur only 120 days after the start of the 
estimate. We can see how different the failure probabilities of 
individual units are. 
 

 
Fig. 13. Failure-tree probabilities diagram for 40 units 

 
In the case of the failure-tree probabilities diagram, many 
units will already be fail at the start of the measurement, 
because here the system also includes the dependency 
relationships in the evaluation. It can be seen that individual 
units fail only 90-110 days from the start of the estimate. This 
is possible for units that do not depend on other units (they 
may already depend on units, but the number of dependencies 
is not large). 

E. 100 unit 
The last data line shows a system of 100 units. The 
measurements started on 28.01.2014, lasted for 10 years and 
the measurement was made every 90-120 days. 
For the forecasting the 2023.10.01 was chosen as the starting 
date, and forecasts were created every 10 days for 150 days 
from the starting date. 
 

 
Fig. 14. Failure-unit probabilities diagram for 100 units 

 
The figure above is the diagram of failure-unit probabilities, 
where the failure probabilities of the individual units were also 
illustrated. Here we can see that most of the units do not fail 

even at the start time of the forecast (0 probability of failure). 
However, by the 120th day from the forecast start time, almost 
all units will be faulty. 
 

 
Fig. 15. Failure-tree probabilities diagram for 100 units 

 
With the created software, we can create a diagram for a 
specific unit, then only the unit and its dependencies (direct 
and indirect dependencies) will be visible. This is also good 
because in practice it is possible that we only want to know 
about the failures of a few units. Furthermore, even in the case 
of this large example, it is easier to view the entire system in 
its small details, because the diagrams projected on a part of 
the system are much more readable than the above-mentioned 
complete system diagram. 
For example, for the U60 we get the diagrams below. 
 

 
Fig. 16. Failure-unit probabilities diagram for U60 

 
The diagram above shows the failure-unit probabilities 
diagram. U60, U86 and U99 are also represented because U60 
depends on these units. It can be seen that U60 alone begins to 
fail drastically from the 70th day from the start of the forecast, 
and will definitely fail by the 110th day. U86 starts to fail 
drastically from the 10th day from the beginning of the 
forecast and the glaze deteriorates by the 50th day. U99 starts 
to fail from the 80th day and will definitely fail by the 120th 
day. 
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The figure above is the failure-unit probabilities diagram. Here 
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date, and forecasts were created every 10 days for 150 days 
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where the failure probabilities of the individual units were also 
illustrated. Here we can see that most of the units do not fail 

even at the start time of the forecast (0 probability of failure). 
However, by the 120th day from the forecast start time, almost 
all units will be faulty. 
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With the created software, we can create a diagram for a 
specific unit, then only the unit and its dependencies (direct 
and indirect dependencies) will be visible. This is also good 
because in practice it is possible that we only want to know 
about the failures of a few units. Furthermore, even in the case 
of this large example, it is easier to view the entire system in 
its small details, because the diagrams projected on a part of 
the system are much more readable than the above-mentioned 
complete system diagram. 
For example, for the U60 we get the diagrams below. 
 

 
Fig. 16. Failure-unit probabilities diagram for U60 

 
The diagram above shows the failure-unit probabilities 
diagram. U60, U86 and U99 are also represented because U60 
depends on these units. It can be seen that U60 alone begins to 
fail drastically from the 70th day from the start of the forecast, 
and will definitely fail by the 110th day. U86 starts to fail 
drastically from the 10th day from the beginning of the 
forecast and the glaze deteriorates by the 50th day. U99 starts 
to fail from the 80th day and will definitely fail by the 120th 
day. 
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Fig. 17. Failure-tree probabilities diagram for U60 

 
The failure-tree probability diagram is completely similar to 
the failure-unit diagram. This is possible because U60 is AND 
connected to the other two units, and while U86 will fail 
before U60, U99 will fail later, and U60 will still be functional 
(because of the OR connection) if the one of the units it 
depends on is still working. 
After that, the paper presents another example: the following 
diagrams show the results for U6. 
 

 
Fig. 18. Failure-unit probabilities diagram for U6 

 
It can also be seen from the figure above that U6 has many 
dependencies If we compare it with the failure-tree 
probabilities diagram below, individual units fail sooner (due 
to dependencies) than in the diagram above. 
 

 
Fig. 19. Failure-tree probabilities diagram for U6 

 
 

V. CONCLUSIONS  
This paper presents the failure estimation of complex systems 
with Weibull distribution. During the analysis of the examined 
data series, it can be concluded that the Weibull distribution 
can be effectively used to determine the failure probabilities. 
In the data sets examined in the paper, it can be observed 
varying failure times for different units. This data allows us to 
determine the probability of machine failure over time and 
optimize maintenance schedules to ensure the uninterrupted 
operation of industrial processes. the article presented tests for 
the following data sizes: 2 units, 5 units, 15 units, 40 units, 
100 units. 
Overall, the Weibull distribution is efficient in industrial 
reliability analysis and failure prediction, which can help 
industrial companies optimize their operations and increase 
their competitiveness in the dynamic business environment. 
Future research direction is the introduction of the developed 
system in a production environment and the comparison of the 
results given by the Weibull distribution with the results given 
by other algorithms. 
 

ACKNOWLEDGEMENT 
This research was partially supported by National Research 
Development and Innovation Office, Hungary, grant number 
2020-1.1.2-PIACI-KFI-2020-00147. 

REFERENCES 

[1] Z. M. Çınar, A. Abdussalam Nuhu, Q. Zeeshan, O. Korhan, M. Asmael, 
and B. Safaei, “Machine learning in predictive maintenance towards 
sustainable smart manufacturing in industry 4.0.” Sustainability, vol. 12, 
no. 19, 8211, 2020, doi: 10.3390/su12198211 

[2] D. P. Karuppusamy, “Machine learning approach to predictive 
maintenance in manufacturing industry-a comparative study.” Journal of 
Soft Computing Paradigm (JSCP), 2(04), pp. 246-255, 2020, doi: 
10.36548/jscp.2020.4.006 

[3] M. Luo, H. C. Yan, B. Hu, J. H. Zhou, and C. K. Pang, “A data-driven 
two-stage maintenance framework for degradation prediction in 
semiconductor manufacturing industries.” Computers & Industrial 
Engineering, vol. 85, pp. 414-422, 2015, doi: 10.1016/j.cie.2015.04.008 

[4] J. Wan, S. Tang, D. Li, S. Wang, C. Liu, H. Abbas, and A. V. Vasilakos, 
“A manufacturing big data solution for active preventive maintenance.” 
IEEE Transactions on Industrial Informatics, vol. 13, no. 4, pp. 
2039-2047, 2017, doi: 10.1109/TII.2017.2670505 

[5] P. Bastos, I. Lopes, and L. Pires, “Application of data mining in a 
maintenance system for failure prediction.” Safety, Reliability and Risk 
Analysis: Beyond the Horizon: 22nd European Safety and Reliability, pp. 
933-940, 2014 

[6] M. D. Dangut, I. K. Jennions, S. King, and Z. Skaf, “Application of deep 
reinforcement learning for extremely rare failure prediction in aircraft 
maintenance.” Mechanical Systems and Signal Processing, 171, 108873, 
2022, doi: 10.1016/j.ymssp.2022.108873 

[7] D. Irinyi and R. Cselkó, "Analysis of failure prediction methods," 6th 
International Youth Conference on Energy (IYCE), Budapest, Hungary, 
2017, pp. 1-5, 2017, doi: 10.1109/IYCE.2017.8003692. 

[8] J. Shimada and S. Sakajo, “A statistical approach to reduce failure 
facilities based on predictive maintenance.” In 2016 International Joint 
Conference on Neural Networks (IJCNN), pp. 5156-5160, 2016, doi: 
10.1109/IJCNN.2016.7727880 

[9] J. Wang, C. Li, S. Han, S. Sarkar, and X. Zhou, “Predictive maintenance 
based on event-log analysis: A case study.” IBM Journal of Research and 
Development, vol. 61, no. 1, 11-121, 2017, doi: 
10.1147/JRD.2017.2648298 

7 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 
Fig. 17. Failure-tree probabilities diagram for U60 

 
The failure-tree probability diagram is completely similar to 
the failure-unit diagram. This is possible because U60 is AND 
connected to the other two units, and while U86 will fail 
before U60, U99 will fail later, and U60 will still be functional 
(because of the OR connection) if the one of the units it 
depends on is still working. 
After that, the paper presents another example: the following 
diagrams show the results for U6. 
 

 
Fig. 18. Failure-unit probabilities diagram for U6 

 
It can also be seen from the figure above that U6 has many 
dependencies If we compare it with the failure-tree 
probabilities diagram below, individual units fail sooner (due 
to dependencies) than in the diagram above. 
 

 
Fig. 19. Failure-tree probabilities diagram for U6 

 
 

V. CONCLUSIONS  
This paper presents the failure estimation of complex systems 
with Weibull distribution. During the analysis of the examined 
data series, it can be concluded that the Weibull distribution 
can be effectively used to determine the failure probabilities. 
In the data sets examined in the paper, it can be observed 
varying failure times for different units. This data allows us to 
determine the probability of machine failure over time and 
optimize maintenance schedules to ensure the uninterrupted 
operation of industrial processes. the article presented tests for 
the following data sizes: 2 units, 5 units, 15 units, 40 units, 
100 units. 
Overall, the Weibull distribution is efficient in industrial 
reliability analysis and failure prediction, which can help 
industrial companies optimize their operations and increase 
their competitiveness in the dynamic business environment. 
Future research direction is the introduction of the developed 
system in a production environment and the comparison of the 
results given by the Weibull distribution with the results given 
by other algorithms. 
 

ACKNOWLEDGEMENT 
This research was partially supported by National Research 
Development and Innovation Office, Hungary, grant number 
2020-1.1.2-PIACI-KFI-2020-00147. 

REFERENCES 

[1] Z. M. Çınar, A. Abdussalam Nuhu, Q. Zeeshan, O. Korhan, M. Asmael, 
and B. Safaei, “Machine learning in predictive maintenance towards 
sustainable smart manufacturing in industry 4.0.” Sustainability, vol. 12, 
no. 19, 8211, 2020, doi: 10.3390/su12198211 

[2] D. P. Karuppusamy, “Machine learning approach to predictive 
maintenance in manufacturing industry-a comparative study.” Journal of 
Soft Computing Paradigm (JSCP), 2(04), pp. 246-255, 2020, doi: 
10.36548/jscp.2020.4.006 

[3] M. Luo, H. C. Yan, B. Hu, J. H. Zhou, and C. K. Pang, “A data-driven 
two-stage maintenance framework for degradation prediction in 
semiconductor manufacturing industries.” Computers & Industrial 
Engineering, vol. 85, pp. 414-422, 2015, doi: 10.1016/j.cie.2015.04.008 

[4] J. Wan, S. Tang, D. Li, S. Wang, C. Liu, H. Abbas, and A. V. Vasilakos, 
“A manufacturing big data solution for active preventive maintenance.” 
IEEE Transactions on Industrial Informatics, vol. 13, no. 4, pp. 
2039-2047, 2017, doi: 10.1109/TII.2017.2670505 

[5] P. Bastos, I. Lopes, and L. Pires, “Application of data mining in a 
maintenance system for failure prediction.” Safety, Reliability and Risk 
Analysis: Beyond the Horizon: 22nd European Safety and Reliability, pp. 
933-940, 2014 

[6] M. D. Dangut, I. K. Jennions, S. King, and Z. Skaf, “Application of deep 
reinforcement learning for extremely rare failure prediction in aircraft 
maintenance.” Mechanical Systems and Signal Processing, 171, 108873, 
2022, doi: 10.1016/j.ymssp.2022.108873 

[7] D. Irinyi and R. Cselkó, "Analysis of failure prediction methods," 6th 
International Youth Conference on Energy (IYCE), Budapest, Hungary, 
2017, pp. 1-5, 2017, doi: 10.1109/IYCE.2017.8003692. 

[8] J. Shimada and S. Sakajo, “A statistical approach to reduce failure 
facilities based on predictive maintenance.” In 2016 International Joint 
Conference on Neural Networks (IJCNN), pp. 5156-5160, 2016, doi: 
10.1109/IJCNN.2016.7727880 

[9] J. Wang, C. Li, S. Han, S. Sarkar, and X. Zhou, “Predictive maintenance 
based on event-log analysis: A case study.” IBM Journal of Research and 
Development, vol. 61, no. 1, 11-121, 2017, doi: 
10.1147/JRD.2017.2648298 

 [1] Z. M. Çınar, A. Abdussalam Nuhu, Q. Zeeshan, O. Korhan, M. Asmael, 
and B. Safaei, “Machine learning in predictive maintenance towards 
sustainable smart manufacturing in industry 4.0.” Sustainability, vol. 
12, no. 19, 8211, 2020, doi: 10.3390/su12198211

 [2] D. P. Karuppusamy, “Machine learning approach to predictive 
maintenance in manufacturing industry-a comparative study.” Journal 
of Soft Computing Paradigm (JSCP), 2(04), pp. 246–255, 2020,  
doi: 10.36548/jscp.2020.4.006

 [3] M. Luo, H. C. Yan, B. Hu, J. H. Zhou, and C. K. Pang, “A data-
driven two-stage maintenance framework for degradation prediction 
in semiconductor manufacturing industries.” Computers & Industrial 
Engineering, vol. 85, pp. 414–422, 2015, 

  doi: 10.1016/j.cie.2015.04.008
 [4] J. Wan, S. Tang, D. Li, S. Wang, C. Liu, H. Abbas, and A. V. 

Vasilakos, “A manufacturing big data solution for active preventive 
maintenance.” IEEE Transactions on Industrial Informatics, vol. 13, 
no. 4, pp. 2039–2047, 2017, doi: 10.1109/TII.2017.2670505

 [5] P. Bastos, I. Lopes, and L. Pires, “Application of data mining in a 
maintenance system for failure prediction.” Safety, Reliability and 
Risk Analysis: Beyond the Horizon: 22nd European Safety and 
Reliability, pp. 933–940, 2014

 [6] M. D. Dangut, I. K. Jennions, S. King, and Z. Skaf, “Application of 
deep reinforcement learning for extremely rare failure prediction in 
aircraft maintenance.” Mechanical Systems and Signal Processing, 
171, 108873, 2022, doi: 10.1016/j.ymssp.2022.108873

 [7] D. Irinyi and R. Cselkó, "Analysis of failure prediction methods," 
6th International Youth Conference on Energy (IYCE), Budapest, 
Hungary, 2017, pp. 1–5, 2017, doi: 10.1109/IYCE.2017.8003692.

 [8] J. Shimada and S. Sakajo, “A statistical approach to reduce failure 
facilities based on predictive maintenance.” In 2016 International 
Joint Conference on Neural Networks (IJCNN), pp. 5156–5160, 2016, 
doi: 10.1109/IJCNN.2016.7727880

References

https://doi.org/10.3390/su12198211
https://doi.org/10.36548/jscp.2020.4.006
https://doi.org/10.1016/j.cie.2015.04.008
https://doi.org/10.1109/TII.2017.2670505
https://doi.org/10.1016/j.ymssp.2022.108873
https://doi.org/10.1109/IYCE.2017.8003692
https://doi.org/10.1109/IJCNN.2016.7727880


Failure prediction with Weibull distribution

41SPECIAL ISSUE ON AI TRANSFORMATION 41

Special Issue
of the Infocommunication Journal

 [9] J. Wang, C. Li, S. Han, S. Sarkar, and X. Zhou, “Predictive 
maintenance based on event-log analysis: A case study.” IBM 
Journal of Research and Development, vol. 61, no. 1, 11–121, 2017, 
doi: 10.1147/JRD.2017.2648298

 [10] A. Martins, I. Fonseca, J. T. Farinha, J. Reis, and A. J. M. Cardoso, 
“Maintenance prediction through sensing using hidden markov 
models—A case study.” Applied Sciences, vol. 11, no. 16, 7685, 2021, 
doi: 10.3390/app11167685

 [11] J. Wang, and H. Yin, “Failure rate prediction model of substation 
equipment based on Weibull distribution and time series analysis.” IEEE 
access, 7, 85 298–85 309, 2019, doi: 10.1109/ACCESS.2019.2926159

 [12] E. Dékány, J. Gedeon, L. Gillemot, “A Weibull-eloszlás néhány műszaki 
alkalmazása I.”, GÉP, pp. 12-15, 1981

 [13] I. Deák, “Véletlenszámgenerátorok és alkalmazásaik,” Akadémiai 
Kiadó, Budapest, 1986.

 [14] S. S. Shapiro, C. W. Brain, “Some new tests for the Weibull and extreme 
value distributions” Coll. Math. Soc. J. Bólyai, Goodness-of-fit, 
Debrecen, pp. 511–527, 1984

[15]  V. M. Zolotarev, “Független valószínűségi változók összegeinek modern 
elmélete” Nauka, Moszkva, 1986

Anita Agárdi is senior lecturer at the Institute of 
Informatics, Faculty of Mechanical Engineering and 
Informatics, University of Miskolc, Hungary. She 
received a Ph.D. degree in Computer Science from the 
University of Miskolc in 2023. Her research interest 
include optimization algorithms, data mining and 
logistics.

Károly Nehéz got his MSc in mechanical engineering 
at the University of Miskolc, Hungary, in 1997 and PhD 
degree in software engineering in 2003. He currently 
works as an associate professor at the Institute of 
Computer Science, head of the institute since 2019. His 
primary research interest is Software Engineering, and 
AI algorithms.

https://doi.org/10.1147/JRD.2017.2648298
https://doi.org/10.3390/app11167685
https://doi.org/10.1109/ACCESS.2019.2926159


Using issue tracking as a groupwork  
facilitator in education

SPECIAL ISSUE ON AI TRANSFORMATION 42

Special Issue
of the Infocommunication Journal

Using issue tracking  
as a groupwork facilitator in education

Melinda Magyar*, and David Burka*

Abstract—In higher education, collaborative work is a prevalent 
method for skill development and assessment. This approach 
enables learners to use available time and resources efficiently, 
supported by peers, for deeper understanding and practical ap-
plication of learned concepts. However, group task execution re-
duces individual work transparency. This aspect can be im-proved 
with the help of IT support, measuring not only out-comes but also 
individual contributions through task fragmen-tation, responsibility 
assignment, and performance tracking. In the business world, 
ticket management systems are commonly used for issue tracking, 
but less so in education. In this study, we describe integrating 
issue tracking for project management and communication in a 
new experimental course. We propose leveraging system data for 
evaluation. The presented empirical data and experiences could 
aid stakeholders in similar projects to benefit from issue tracking 
systems.

Index Terms—active learning methods, computer-supported 
collab-orative learning, education, issue tracking

* Corvinus University of Budapest/ Institute of Data Analytics and 
Information Systems, Budapest, Hungary

(E-mail: melinda.magyar@uni-corvinus.hu, david.burka@uni-corvinus.hu)

Using issue tracking  
as a groupwork facilitator in education 

 

M. Magyar*, D. Burka* 
* Corvinus University of Budapest/ Institute of Data Analytics and Information Systems, Budapest, Hungary 

melinda.magyar@uni-corvinus.hu, david.burka@uni-corvinus.hu  
 
 

Abstract—In higher education, collaborative work is a prevalent 
method for skill development and assessment. This approach 
enables learners to use available time and resources efficiently, 
supported by peers, for deeper understanding and practical ap-
plication of learned concepts. However, group task execution re-
duces individual work transparency. This aspect can be im-
proved with the help of IT support, measuring not only out-
comes but also individual contributions through task fragmen-
tation, responsibility assignment, and performance tracking. In 
the business world, ticket management systems are commonly 
used for issue tracking, but less so in education. In this study, 
we describe integrating issue tracking for project management 
and communication in a new experimental course. We propose 
leveraging system data for evaluation. The presented empirical 
data and experiences could aid stakeholders in similar projects 
to benefit from issue tracking systems.  

Index terms— active learning methods, computer-supported collab-
orative learning, education, issue tracking  

I. INTRODUCTION 
Project-based courses are widely recognized and favored in 

universities globally, especially in engineering, computer sci-
ence, business, and design, as they foster critical thinking and 
lifelong learning often through Problem-based Learning 
(PBL). In these courses, students collaborate to solve real or 
simulated challenges, applying theoretical knowledge practi-
cally, and developing teamwork and problem-solving skills. 
They take on significant responsibility for their learning, often 
working in groups to address real-world issues pertinent to 
their future careers, thereby gaining a comprehensive and in-
terdisciplinary understanding [1].  

The management and passing of tacit knowledge have 
many challenges, especially in an educational environment, 
where students have a far more diverse degree of motivation 
than employees in an actual workplace. Working on a project 
as a team with the support of a supervisor is among the best 
ways for students to develop skills that require experience; 
however, the equitable performance assessment of the indi-
vidual student proves to be difficult [2]. 

An experimental project course was launched last year at 
Corvinus University of Budapest, designed to simulate real-
world scenarios and enhance team-based project skills. As 
part of evaluating this course, the instructors sought to inte-
grate formative evaluation methods to better address the com-
mon challenges inherent in such team-based projects. These 
challenges include the time and resource-intensive nature of 
the assessment, the establishment of fair assessment 

conditions and criteria, and the multitude of assessment mile-
stones [3]. Faced with the substantial data need to fairly assess 
such project contributions, instructors recognized the poten-
tial benefits of adopting tools typically used in the corporate 
world. Consequently, an issue tracking system commonly em-
ployed in business environments was introduced, adapted to 
the academic setting to ensure complete transparency in grad-
ing. These are often referred to as ticketing systems, and the 
rest of the article uses the latter to avoid confusion when dis-
cussing the issues solved by the students. 

Students were required to track their progress through a 
ticketing system, which aided in evaluating both the overall 
project and individual contributions. By making the quality of 
the ticketing system management a part of the grading pro-
cess, the students were engaged as active partners in data col-
lection, critical for accurately evaluating their individual con-
tributions and teamwork. This integration seeks to refine the 
assessment of project-based learning by ensuring fairness and 
motivating continuous engagement.  

Our goal is to develop courses which can prepare students 
for real life scenarios while addressing the typical issues asso-
ciated with PBL. Traditional methods lack tools and data for 
individual assessments, leading to uneven work distribution 
among team members and the demotivation of students. The 
introduction of the ticketing system is a novel approach which 
can improve the engagement and efficiency of students while 
also providing a basis for fair assessment. 

This study aims to verify the positive impact of the ticket-
ing system and to further enhance course quality. We examine 
individual performance in comparison to other courses along 
with student feedback and the quality of final projects to as-
sess the added value of our approach. By analyzing data col-
lected from the ticketing system, we refine the evaluation 
method and propose changes aimed at improving the engage-
ment of students. 

II. BACKGROUND 
Active learning distinguishes itself from traditional educa-

tional methods by emphasizing student engagement and par-
ticipation directly in the classroom setting. Unlike conven-
tional lecture-based instruction, where students typically re-
ceive information passively, active learning involves students 
through meaningful tasks that necessitate critical thinking and 
reflection about their actions [4].  

Problem-based learning is a frequently employed active 
learning method where the process of knowledge transfer 
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sess the added value of our approach. By analyzing data col-
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ment of students. 

II. BACKGROUND 
Active learning distinguishes itself from traditional educa-

tional methods by emphasizing student engagement and par-
ticipation directly in the classroom setting. Unlike conven-
tional lecture-based instruction, where students typically re-
ceive information passively, active learning involves students 
through meaningful tasks that necessitate critical thinking and 
reflection about their actions [4].  

Problem-based learning is a frequently employed active 
learning method where the process of knowledge transfer begins with a problem definition, which then acts as a moti-
vational cornerstone for all subsequent learning activities. 
PBL is first proposed by Neufeld and Barrows in the 1970s 
[5]. This approach deviates from the traditional passive stu-
dent role, as students are expected to demonstrate a high level 
of autonomy based on their previously acquired knowledge 
and experiences. Within PBL, the typical sequence involves 
problem identification, group work, research, learning, solu-
tion development, and periodic presentations by student 
groups. The role of the instructor undergoes significant trans-
formation during PBL. While in conventional teaching, in-
structors primarily convey their knowledge to students, in 
PBL, instructors adopt the roles of facilitators and mentors 
[6].  

Team Based Learning (TBL) actively engages students in 
small collaborative groups, focusing on understanding and ap-
plying information. Its goal is to develop critical thinking, 
problem-solving, teamwork, and communication skills, deep-
ening their understanding of the subject matter. [7]. The dura-
tion of tasks to be solved can vary based on the employed 
teaching strategy, ranging from a single class session to a 
complex project spanning an entire semester. In the university 
setting, TBL plays a pivotal role in enhancing students' skills 
by solving complex problems in teams [8].  

When teams are assigned the responsibility of solving prob-
lems independently, it is easy to conclude that the instruc-
tional methodology should be combined with the use of spe-
cific roles. Role-Based Learning (RBL) is an educational 
method where students assume specific roles within a struc-
tured activity or scenario, often mimicking real-world profes-
sional environments. This approach aims to enhance under-
standing and skill development by placing students in con-
texts where they must apply knowledge, make decisions, and 
collaborate based on their assigned roles [9], [10]. 

Teamwork utilized in education often faces criticism for 
potentially leading to uneven distribution of workload and 
value creation among participating students (free-rider prob-
lem), especially when group members possess varying abili-
ties or levels of commitment [11]–[13]. In his comprehensive 
review article, Davies (2009) systematically addresses cri-
tiques and recommendations concerning teamwork, encom-
passing the nature of assigned tasks, strategies for addressing 
motivational issues, and other pertinent considerations. Espe-
cially in the case of long-term teamwork projects, Kłeczek et 
al. [14] identified that they often lead to students feeling over-
whelmed due to poorly managed workload distribution. 

From the instructor's perspective, assessing the outcomes 
of teamwork, especially when the task involves creating a pro-
ject workpiece, can be exceedingly resource-intensive [15], 
[16]. Evaluation may be constrained by the final product, but 
the need for fair judgment might necessitate accounting for 
individual performance and active participation within the 
team. This type of individual performance assessment de-
mands a significant amount of data.  

In computer-supported collaborative learning, students ide-
ally engage with tools that prepare them conceptually and 
practically for real-life challenges. In certain cases, the tools 
themselves can be considered subjects of the training [17]. 
The corporate world has long utilized widely adopted solu-
tions for tracking and managing problems to be solved either 

in teams or individually; these are the ticketing systems, also 
known as issue tracking systems. 

Ticketing systems are pivotal tools in both the IT and cus-
tomer service domains, designed to efficiently manage, track, 
and document tasks and issues [18], [19]. Such systems typi-
cally record incoming requests, problems, or tasks in a struc-
tured manner as tickets. These tickets are then allocated to the 
responsible party for task completion, who subsequently logs 
the action, optionally including the time spent.  

A ticketing system can prove to be an effective tool for sup-
porting and evaluating student work. By logging and docu-
menting task performance through tickets, students enable 
precise assessment criteria during evaluations, minimizing 
conflicts within groups. This leads to more accurate individual 
and team performance assessments. Additionally, ticketing 
systems provide insights into student activities, preparing 
them for future workplace tools. 

The widespread use of these systems can enhance academic 
assessment precision and also sets the stage for broader appli-
cations. Captured data, including causal relationships for tasks 
and solutions, can be used to train cognitive systems like chat-
bots [20]. The increasing use of generative AI in educational 
settings expands personalized and adaptive learning solutions 
[21], highlighting the potential to refine AI's effectiveness in 
academia.  

Our inference is that the implementation of a project course 
should integrate the best practices of Problem-Based, Team-
Based, and Role-Based learning with robust computer sup-
port. This setup enables students to manage their tasks (the 
quality of task management should also be included among 
the evaluation factors), and it offers instructors complete 
transparency. This approach shifts the focus of assessment 
from evaluating the final product to include the process of ex-
ecution in the evaluation as well. Additionally, extensive data 
collection paves the way for data mining, which can provide 
valuable insights into both student and instructor behaviors. 

III. RELATED WORK 
There is a relative scarcity of publications concerning data 

collected by ticketing systems and the analyzes based on 
them, especially in a university setting. However, structured 
information made available by these systems can enable a 
wide array of data mining tools, including network analysis 
for uncovering collaboration patterns [22], application of text 
mining tools [23], [24], and even data-driven predictions [25], 
extending beyond obvious performance assessment analyzes 
[26]. The primary reason for the lack of findings is the limited 
adoption of ticketing systems in education and the business 
realm. In these areas, their usage is not widespread, and the 
data they store is often not extensively accessible for analysis 
due to the proprietary nature of business-related information.  

Perera and colleagues conducted research based on ticket-
ing systems and team-based learning [27]. Throughout the 
study, they monitored the work of 43 students divided into 
seven distinct groups over a semester. The students collabo-
rated on a software development project across three inte-
grated platforms: a ticketing system, a version control tool, 
and a documentation wiki. The student groups in this research 
were homogeneous, meaning every member worked on iden-
tical tasks without designated leaders or coordinators. It was 
pointed out that if a team does not have a designated leader, 
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begins with a problem definition, which then acts as a moti-
vational cornerstone for all subsequent learning activities. 
PBL is first proposed by Neufeld and Barrows in the 1970s 
[5]. This approach deviates from the traditional passive stu-
dent role, as students are expected to demonstrate a high level 
of autonomy based on their previously acquired knowledge 
and experiences. Within PBL, the typical sequence involves 
problem identification, group work, research, learning, solu-
tion development, and periodic presentations by student 
groups. The role of the instructor undergoes significant trans-
formation during PBL. While in conventional teaching, in-
structors primarily convey their knowledge to students, in 
PBL, instructors adopt the roles of facilitators and mentors 
[6].  

Team Based Learning (TBL) actively engages students in 
small collaborative groups, focusing on understanding and ap-
plying information. Its goal is to develop critical thinking, 
problem-solving, teamwork, and communication skills, deep-
ening their understanding of the subject matter. [7]. The dura-
tion of tasks to be solved can vary based on the employed 
teaching strategy, ranging from a single class session to a 
complex project spanning an entire semester. In the university 
setting, TBL plays a pivotal role in enhancing students' skills 
by solving complex problems in teams [8].  

When teams are assigned the responsibility of solving prob-
lems independently, it is easy to conclude that the instruc-
tional methodology should be combined with the use of spe-
cific roles. Role-Based Learning (RBL) is an educational 
method where students assume specific roles within a struc-
tured activity or scenario, often mimicking real-world profes-
sional environments. This approach aims to enhance under-
standing and skill development by placing students in con-
texts where they must apply knowledge, make decisions, and 
collaborate based on their assigned roles [9], [10]. 

Teamwork utilized in education often faces criticism for 
potentially leading to uneven distribution of workload and 
value creation among participating students (free-rider prob-
lem), especially when group members possess varying abili-
ties or levels of commitment [11]–[13]. In his comprehensive 
review article, Davies (2009) systematically addresses cri-
tiques and recommendations concerning teamwork, encom-
passing the nature of assigned tasks, strategies for addressing 
motivational issues, and other pertinent considerations. Espe-
cially in the case of long-term teamwork projects, Kłeczek et 
al. [14] identified that they often lead to students feeling over-
whelmed due to poorly managed workload distribution. 

From the instructor's perspective, assessing the outcomes 
of teamwork, especially when the task involves creating a pro-
ject workpiece, can be exceedingly resource-intensive [15], 
[16]. Evaluation may be constrained by the final product, but 
the need for fair judgment might necessitate accounting for 
individual performance and active participation within the 
team. This type of individual performance assessment de-
mands a significant amount of data.  

In computer-supported collaborative learning, students ide-
ally engage with tools that prepare them conceptually and 
practically for real-life challenges. In certain cases, the tools 
themselves can be considered subjects of the training [17]. 
The corporate world has long utilized widely adopted solu-
tions for tracking and managing problems to be solved either 

in teams or individually; these are the ticketing systems, also 
known as issue tracking systems. 

Ticketing systems are pivotal tools in both the IT and cus-
tomer service domains, designed to efficiently manage, track, 
and document tasks and issues [18], [19]. Such systems typi-
cally record incoming requests, problems, or tasks in a struc-
tured manner as tickets. These tickets are then allocated to the 
responsible party for task completion, who subsequently logs 
the action, optionally including the time spent.  

A ticketing system can prove to be an effective tool for sup-
porting and evaluating student work. By logging and docu-
menting task performance through tickets, students enable 
precise assessment criteria during evaluations, minimizing 
conflicts within groups. This leads to more accurate individual 
and team performance assessments. Additionally, ticketing 
systems provide insights into student activities, preparing 
them for future workplace tools. 

The widespread use of these systems can enhance academic 
assessment precision and also sets the stage for broader appli-
cations. Captured data, including causal relationships for tasks 
and solutions, can be used to train cognitive systems like chat-
bots [20]. The increasing use of generative AI in educational 
settings expands personalized and adaptive learning solutions 
[21], highlighting the potential to refine AI's effectiveness in 
academia.  

Our inference is that the implementation of a project course 
should integrate the best practices of Problem-Based, Team-
Based, and Role-Based learning with robust computer sup-
port. This setup enables students to manage their tasks (the 
quality of task management should also be included among 
the evaluation factors), and it offers instructors complete 
transparency. This approach shifts the focus of assessment 
from evaluating the final product to include the process of ex-
ecution in the evaluation as well. Additionally, extensive data 
collection paves the way for data mining, which can provide 
valuable insights into both student and instructor behaviors. 

III. RELATED WORK 
There is a relative scarcity of publications concerning data 

collected by ticketing systems and the analyzes based on 
them, especially in a university setting. However, structured 
information made available by these systems can enable a 
wide array of data mining tools, including network analysis 
for uncovering collaboration patterns [22], application of text 
mining tools [23], [24], and even data-driven predictions [25], 
extending beyond obvious performance assessment analyzes 
[26]. The primary reason for the lack of findings is the limited 
adoption of ticketing systems in education and the business 
realm. In these areas, their usage is not widespread, and the 
data they store is often not extensively accessible for analysis 
due to the proprietary nature of business-related information.  

Perera and colleagues conducted research based on ticket-
ing systems and team-based learning [27]. Throughout the 
study, they monitored the work of 43 students divided into 
seven distinct groups over a semester. The students collabo-
rated on a software development project across three inte-
grated platforms: a ticketing system, a version control tool, 
and a documentation wiki. The student groups in this research 
were homogeneous, meaning every member worked on iden-
tical tasks without designated leaders or coordinators. It was 
pointed out that if a team does not have a designated leader, 
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but a leader stands out from the team in terms of behavioural 
patterns, this has a positive impact on the performance of the 
group. 

Version control systems, which are commonly used in the 
business world to track software development activities, are 
also suitable for measuring individual contributions. In their 
article, Fernandez-Gauna et al. describes a sophisticated ap-
proach by using Git for the automated assessment of team-
coding assignments in a university setting [28]. Version con-
trol capabilities are leveraged to gather detailed metrics on 
both team and individual student contributions. Team Perfor-
mance Metrics (TPM) assess the overall health of the project, 
such as the percentage of time the code builds successfully 
and passes tests. Individual Performance Metrics (IPM) eval-
uate personal contributions, including the regularity of com-
mits, adherence to coding standards, and the effectiveness of 
each student's code in passing automated tests. These metrics 
are periodically compiled into reports, offering continuous, 
detailed feedback to students and instructors. This process 
helps identify both collective and individual performance is-
sues, facilitating targeted improvements. 

It is important to differentiate in the case of team task exe-
cution in relation to team composition. In university settings, 
teams are often homogeneously structured: each student's role 
is identical, and they participate in solving the problem ac-
cording to their own motivational and skill levels. In real life, 
a project team rarely consists of members with identical roles. 
It is more likely that each member has a designated role, 
which may rarely or never change during the course of the 
project. This role-based learning is evident in Sancho and his 
colleagues' study that focuses on distributed problem-based 
learning [9]. The learning process described in the article 
takes place in a virtual world, where instructors assign mis-
sions to students working in various roles. The learning pro-
cess is realized by completing these missions. The study pri-
marily examines students' effectiveness and the architecture 
of a custom-developed system, emphasizing the distributed 
problem-based learning through three case studies.  

Role-based learning can also be seen as an element of gam-
ification, and in the case of long-running projects, education 
can be enriched with a number of role-playing games taken 
from corporate life. Gamification appears in student assess-
ment in the article by Udeozor and co-authors [10]. They pro-
pose a Game-Based Assessment Framework and discuss how 
immersive learning technologies can enhance education but 
require new assessment methods. The authors propose a 
Game-Based Assessment Framework (GBAF) that leverages 
the Evidence-Centered Design (ECD) framework and Con-
structive The framework collects data through gameplay, 
providing immediate feedback and aligning game tasks with 
learning outcomes. The study showed that students' perfor-
mance improved with these immersive assessments, suggest-
ing that the GBAF is a practical tool for integrating immersive 
technologies in education. 

Overall, there are many studies implementing techniques 
like TBL, RBL or GBAF to improve the transfer of tacit 
knowledge while keeping the students engaged. The use of a 
ticketing system can support these solutions while also ad-
dressing the usual issues with objective and fair evaluation of 
the individuals. However, to our knowledge, the studies ad-
dressed in this chapter are the only ones which delved into the 

possibilities of ticketing systems in education, but they all nar-
rowed their focus on software development related tasks. Our 
approach aims to be more generalized and flexible in the topic 
as well as the heterogeneity of individual tasks. 

IV. CONTEXT AND DATA 
We collected and analyzed data over a semester from the 

activities of 90 second-year students majoring in Business In-
formatics. During the classes students were able to gain essen-
tial practical experience in the fields of software development 
and IT project management, building upon their previous 
studies. The course was launched for the first time, making its 
execution akin to a pilot project. The main project deliverable 
is creating a corporate website with e-commerce functionality 
using a Content Management System (CMS), ideally capital-
izing on the abilities they had acquired in their earlier studies. 
CMS is a software that helps users to easily manage, edit, and 
publish websites and digital content. It is essentially a web-
based application installed on a web server that allows users 
to create, edit, organize, and share content. The problem was 
chosen to be non-trivial, not easy to solve even with external 
help, and to better reflect students' attitudes to poorly struc-
tured problems and difficult tasks.  During the project, groups 
of 4-5 students were responsible for the installation and cus-
tomization of a CMS system, the design of a webshop, and the 
development of a custom-built module. 

For the course, DotNetNuke (DNN) has been chosen, 
which is a specific example of a CMS based on the Microsoft 
.NET framework When selecting the CMS to be used for the 
project work, our specific goal was to choose a relatively well-
documented, open-source CMS, but one with low popularity. 
This reduced the likelihood of students applying ready-made 
solutions available on the internet without adding substantial 
value. In the CMS market, WordPress is the most widespread, 
while according to available statistics, DNN ranks 34th with 
a 0.16% market share [29]. Despite its low popularity, its de-
velopment is ongoing [30]. By selecting DNN, we presented 
student groups with difficult but solvable problems typical of 
the implementation of CMS systems. 

Reflecting on the free-rider problem commonly associated 
with TBL, we aimed to reduce homogeneity in student activ-
ity within teams using RBL. We designated roles within each 
team based on students' personal commitments and interests, 
striving to create heterogeneous knowledge spectrums within 
teams. Role changes were not permitted during the semester. 
The project roles include 20 students each as administrators, 
developers, data managers, and content owners, managing 
team organization, development, data collection, and design 
respectively, with an additional 10 students focused on online 
marketing. The de facto team leader was the administrator, but 
we didn't formalize this to leave events unfolding organically, 
which as stated by Perrera could have a positive impact [27], 
[31]. The instructors were also involved in the role-play as 
stakeholders: they played the role of the future owner of the 
CMS system developed. 

The semester, spanning 13 teaching weeks, was divided 
into four phases. At the end of each phase, which can be con-
sidered as project milestones, we provided feedback to stu-
dents regarding their progress within the phase. Each phase 
had a specific main objective for both the team and individual 

begins with a problem definition, which then acts as a moti-
vational cornerstone for all subsequent learning activities. 
PBL is first proposed by Neufeld and Barrows in the 1970s 
[5]. This approach deviates from the traditional passive stu-
dent role, as students are expected to demonstrate a high level 
of autonomy based on their previously acquired knowledge 
and experiences. Within PBL, the typical sequence involves 
problem identification, group work, research, learning, solu-
tion development, and periodic presentations by student 
groups. The role of the instructor undergoes significant trans-
formation during PBL. While in conventional teaching, in-
structors primarily convey their knowledge to students, in 
PBL, instructors adopt the roles of facilitators and mentors 
[6].  

Team Based Learning (TBL) actively engages students in 
small collaborative groups, focusing on understanding and ap-
plying information. Its goal is to develop critical thinking, 
problem-solving, teamwork, and communication skills, deep-
ening their understanding of the subject matter. [7]. The dura-
tion of tasks to be solved can vary based on the employed 
teaching strategy, ranging from a single class session to a 
complex project spanning an entire semester. In the university 
setting, TBL plays a pivotal role in enhancing students' skills 
by solving complex problems in teams [8].  

When teams are assigned the responsibility of solving prob-
lems independently, it is easy to conclude that the instruc-
tional methodology should be combined with the use of spe-
cific roles. Role-Based Learning (RBL) is an educational 
method where students assume specific roles within a struc-
tured activity or scenario, often mimicking real-world profes-
sional environments. This approach aims to enhance under-
standing and skill development by placing students in con-
texts where they must apply knowledge, make decisions, and 
collaborate based on their assigned roles [9], [10]. 

Teamwork utilized in education often faces criticism for 
potentially leading to uneven distribution of workload and 
value creation among participating students (free-rider prob-
lem), especially when group members possess varying abili-
ties or levels of commitment [11]–[13]. In his comprehensive 
review article, Davies (2009) systematically addresses cri-
tiques and recommendations concerning teamwork, encom-
passing the nature of assigned tasks, strategies for addressing 
motivational issues, and other pertinent considerations. Espe-
cially in the case of long-term teamwork projects, Kłeczek et 
al. [14] identified that they often lead to students feeling over-
whelmed due to poorly managed workload distribution. 

From the instructor's perspective, assessing the outcomes 
of teamwork, especially when the task involves creating a pro-
ject workpiece, can be exceedingly resource-intensive [15], 
[16]. Evaluation may be constrained by the final product, but 
the need for fair judgment might necessitate accounting for 
individual performance and active participation within the 
team. This type of individual performance assessment de-
mands a significant amount of data.  

In computer-supported collaborative learning, students ide-
ally engage with tools that prepare them conceptually and 
practically for real-life challenges. In certain cases, the tools 
themselves can be considered subjects of the training [17]. 
The corporate world has long utilized widely adopted solu-
tions for tracking and managing problems to be solved either 

in teams or individually; these are the ticketing systems, also 
known as issue tracking systems. 

Ticketing systems are pivotal tools in both the IT and cus-
tomer service domains, designed to efficiently manage, track, 
and document tasks and issues [18], [19]. Such systems typi-
cally record incoming requests, problems, or tasks in a struc-
tured manner as tickets. These tickets are then allocated to the 
responsible party for task completion, who subsequently logs 
the action, optionally including the time spent.  

A ticketing system can prove to be an effective tool for sup-
porting and evaluating student work. By logging and docu-
menting task performance through tickets, students enable 
precise assessment criteria during evaluations, minimizing 
conflicts within groups. This leads to more accurate individual 
and team performance assessments. Additionally, ticketing 
systems provide insights into student activities, preparing 
them for future workplace tools. 

The widespread use of these systems can enhance academic 
assessment precision and also sets the stage for broader appli-
cations. Captured data, including causal relationships for tasks 
and solutions, can be used to train cognitive systems like chat-
bots [20]. The increasing use of generative AI in educational 
settings expands personalized and adaptive learning solutions 
[21], highlighting the potential to refine AI's effectiveness in 
academia.  

Our inference is that the implementation of a project course 
should integrate the best practices of Problem-Based, Team-
Based, and Role-Based learning with robust computer sup-
port. This setup enables students to manage their tasks (the 
quality of task management should also be included among 
the evaluation factors), and it offers instructors complete 
transparency. This approach shifts the focus of assessment 
from evaluating the final product to include the process of ex-
ecution in the evaluation as well. Additionally, extensive data 
collection paves the way for data mining, which can provide 
valuable insights into both student and instructor behaviors. 

III. RELATED WORK 
There is a relative scarcity of publications concerning data 

collected by ticketing systems and the analyzes based on 
them, especially in a university setting. However, structured 
information made available by these systems can enable a 
wide array of data mining tools, including network analysis 
for uncovering collaboration patterns [22], application of text 
mining tools [23], [24], and even data-driven predictions [25], 
extending beyond obvious performance assessment analyzes 
[26]. The primary reason for the lack of findings is the limited 
adoption of ticketing systems in education and the business 
realm. In these areas, their usage is not widespread, and the 
data they store is often not extensively accessible for analysis 
due to the proprietary nature of business-related information.  

Perera and colleagues conducted research based on ticket-
ing systems and team-based learning [27]. Throughout the 
study, they monitored the work of 43 students divided into 
seven distinct groups over a semester. The students collabo-
rated on a software development project across three inte-
grated platforms: a ticketing system, a version control tool, 
and a documentation wiki. The student groups in this research 
were homogeneous, meaning every member worked on iden-
tical tasks without designated leaders or coordinators. It was 
pointed out that if a team does not have a designated leader, 
but a leader stands out from the team in terms of behavioural 
patterns, this has a positive impact on the performance of the 
group. 

Version control systems, which are commonly used in the 
business world to track software development activities, are 
also suitable for measuring individual contributions. In their 
article, Fernandez-Gauna et al. describes a sophisticated ap-
proach by using Git for the automated assessment of team-
coding assignments in a university setting [28]. Version con-
trol capabilities are leveraged to gather detailed metrics on 
both team and individual student contributions. Team Perfor-
mance Metrics (TPM) assess the overall health of the project, 
such as the percentage of time the code builds successfully 
and passes tests. Individual Performance Metrics (IPM) eval-
uate personal contributions, including the regularity of com-
mits, adherence to coding standards, and the effectiveness of 
each student's code in passing automated tests. These metrics 
are periodically compiled into reports, offering continuous, 
detailed feedback to students and instructors. This process 
helps identify both collective and individual performance is-
sues, facilitating targeted improvements. 

It is important to differentiate in the case of team task exe-
cution in relation to team composition. In university settings, 
teams are often homogeneously structured: each student's role 
is identical, and they participate in solving the problem ac-
cording to their own motivational and skill levels. In real life, 
a project team rarely consists of members with identical roles. 
It is more likely that each member has a designated role, 
which may rarely or never change during the course of the 
project. This role-based learning is evident in Sancho and his 
colleagues' study that focuses on distributed problem-based 
learning [9]. The learning process described in the article 
takes place in a virtual world, where instructors assign mis-
sions to students working in various roles. The learning pro-
cess is realized by completing these missions. The study pri-
marily examines students' effectiveness and the architecture 
of a custom-developed system, emphasizing the distributed 
problem-based learning through three case studies.  

Role-based learning can also be seen as an element of gam-
ification, and in the case of long-running projects, education 
can be enriched with a number of role-playing games taken 
from corporate life. Gamification appears in student assess-
ment in the article by Udeozor and co-authors [10]. They pro-
pose a Game-Based Assessment Framework and discuss how 
immersive learning technologies can enhance education but 
require new assessment methods. The authors propose a 
Game-Based Assessment Framework (GBAF) that leverages 
the Evidence-Centered Design (ECD) framework and Con-
structive The framework collects data through gameplay, 
providing immediate feedback and aligning game tasks with 
learning outcomes. The study showed that students' perfor-
mance improved with these immersive assessments, suggest-
ing that the GBAF is a practical tool for integrating immersive 
technologies in education. 

Overall, there are many studies implementing techniques 
like TBL, RBL or GBAF to improve the transfer of tacit 
knowledge while keeping the students engaged. The use of a 
ticketing system can support these solutions while also ad-
dressing the usual issues with objective and fair evaluation of 
the individuals. However, to our knowledge, the studies ad-
dressed in this chapter are the only ones which delved into the 

possibilities of ticketing systems in education, but they all nar-
rowed their focus on software development related tasks. Our 
approach aims to be more generalized and flexible in the topic 
as well as the heterogeneity of individual tasks. 

IV. CONTEXT AND DATA 
We collected and analyzed data over a semester from the 

activities of 90 second-year students majoring in Business In-
formatics. During the classes students were able to gain essen-
tial practical experience in the fields of software development 
and IT project management, building upon their previous 
studies. The course was launched for the first time, making its 
execution akin to a pilot project. The main project deliverable 
is creating a corporate website with e-commerce functionality 
using a Content Management System (CMS), ideally capital-
izing on the abilities they had acquired in their earlier studies. 
CMS is a software that helps users to easily manage, edit, and 
publish websites and digital content. It is essentially a web-
based application installed on a web server that allows users 
to create, edit, organize, and share content. The problem was 
chosen to be non-trivial, not easy to solve even with external 
help, and to better reflect students' attitudes to poorly struc-
tured problems and difficult tasks.  During the project, groups 
of 4-5 students were responsible for the installation and cus-
tomization of a CMS system, the design of a webshop, and the 
development of a custom-built module. 

For the course, DotNetNuke (DNN) has been chosen, 
which is a specific example of a CMS based on the Microsoft 
.NET framework When selecting the CMS to be used for the 
project work, our specific goal was to choose a relatively well-
documented, open-source CMS, but one with low popularity. 
This reduced the likelihood of students applying ready-made 
solutions available on the internet without adding substantial 
value. In the CMS market, WordPress is the most widespread, 
while according to available statistics, DNN ranks 34th with 
a 0.16% market share [29]. Despite its low popularity, its de-
velopment is ongoing [30]. By selecting DNN, we presented 
student groups with difficult but solvable problems typical of 
the implementation of CMS systems. 

Reflecting on the free-rider problem commonly associated 
with TBL, we aimed to reduce homogeneity in student activ-
ity within teams using RBL. We designated roles within each 
team based on students' personal commitments and interests, 
striving to create heterogeneous knowledge spectrums within 
teams. Role changes were not permitted during the semester. 
The project roles include 20 students each as administrators, 
developers, data managers, and content owners, managing 
team organization, development, data collection, and design 
respectively, with an additional 10 students focused on online 
marketing. The de facto team leader was the administrator, but 
we didn't formalize this to leave events unfolding organically, 
which as stated by Perrera could have a positive impact [27], 
[31]. The instructors were also involved in the role-play as 
stakeholders: they played the role of the future owner of the 
CMS system developed. 

The semester, spanning 13 teaching weeks, was divided 
into four phases. At the end of each phase, which can be con-
sidered as project milestones, we provided feedback to stu-
dents regarding their progress within the phase. Each phase 
had a specific main objective for both the team and individual 

but a leader stands out from the team in terms of behavioural 
patterns, this has a positive impact on the performance of the 
group. 

Version control systems, which are commonly used in the 
business world to track software development activities, are 
also suitable for measuring individual contributions. In their 
article, Fernandez-Gauna et al. describes a sophisticated ap-
proach by using Git for the automated assessment of team-
coding assignments in a university setting [28]. Version con-
trol capabilities are leveraged to gather detailed metrics on 
both team and individual student contributions. Team Perfor-
mance Metrics (TPM) assess the overall health of the project, 
such as the percentage of time the code builds successfully 
and passes tests. Individual Performance Metrics (IPM) eval-
uate personal contributions, including the regularity of com-
mits, adherence to coding standards, and the effectiveness of 
each student's code in passing automated tests. These metrics 
are periodically compiled into reports, offering continuous, 
detailed feedback to students and instructors. This process 
helps identify both collective and individual performance is-
sues, facilitating targeted improvements. 

It is important to differentiate in the case of team task exe-
cution in relation to team composition. In university settings, 
teams are often homogeneously structured: each student's role 
is identical, and they participate in solving the problem ac-
cording to their own motivational and skill levels. In real life, 
a project team rarely consists of members with identical roles. 
It is more likely that each member has a designated role, 
which may rarely or never change during the course of the 
project. This role-based learning is evident in Sancho and his 
colleagues' study that focuses on distributed problem-based 
learning [9]. The learning process described in the article 
takes place in a virtual world, where instructors assign mis-
sions to students working in various roles. The learning pro-
cess is realized by completing these missions. The study pri-
marily examines students' effectiveness and the architecture 
of a custom-developed system, emphasizing the distributed 
problem-based learning through three case studies.  

Role-based learning can also be seen as an element of gam-
ification, and in the case of long-running projects, education 
can be enriched with a number of role-playing games taken 
from corporate life. Gamification appears in student assess-
ment in the article by Udeozor and co-authors [10]. They pro-
pose a Game-Based Assessment Framework and discuss how 
immersive learning technologies can enhance education but 
require new assessment methods. The authors propose a 
Game-Based Assessment Framework (GBAF) that leverages 
the Evidence-Centered Design (ECD) framework and Con-
structive The framework collects data through gameplay, 
providing immediate feedback and aligning game tasks with 
learning outcomes. The study showed that students' perfor-
mance improved with these immersive assessments, suggest-
ing that the GBAF is a practical tool for integrating immersive 
technologies in education. 

Overall, there are many studies implementing techniques 
like TBL, RBL or GBAF to improve the transfer of tacit 
knowledge while keeping the students engaged. The use of a 
ticketing system can support these solutions while also ad-
dressing the usual issues with objective and fair evaluation of 
the individuals. However, to our knowledge, the studies ad-
dressed in this chapter are the only ones which delved into the 

possibilities of ticketing systems in education, but they all nar-
rowed their focus on software development related tasks. Our 
approach aims to be more generalized and flexible in the topic 
as well as the heterogeneity of individual tasks. 

IV. CONTEXT AND DATA 
We collected and analyzed data over a semester from the 

activities of 90 second-year students majoring in Business In-
formatics. During the classes students were able to gain essen-
tial practical experience in the fields of software development 
and IT project management, building upon their previous 
studies. The course was launched for the first time, making its 
execution akin to a pilot project. The main project deliverable 
is creating a corporate website with e-commerce functionality 
using a Content Management System (CMS), ideally capital-
izing on the abilities they had acquired in their earlier studies. 
CMS is a software that helps users to easily manage, edit, and 
publish websites and digital content. It is essentially a web-
based application installed on a web server that allows users 
to create, edit, organize, and share content. The problem was 
chosen to be non-trivial, not easy to solve even with external 
help, and to better reflect students' attitudes to poorly struc-
tured problems and difficult tasks.  During the project, groups 
of 4-5 students were responsible for the installation and cus-
tomization of a CMS system, the design of a webshop, and the 
development of a custom-built module. 

For the course, DotNetNuke (DNN) has been chosen, 
which is a specific example of a CMS based on the Microsoft 
.NET framework When selecting the CMS to be used for the 
project work, our specific goal was to choose a relatively well-
documented, open-source CMS, but one with low popularity. 
This reduced the likelihood of students applying ready-made 
solutions available on the internet without adding substantial 
value. In the CMS market, WordPress is the most widespread, 
while according to available statistics, DNN ranks 34th with 
a 0.16% market share [29]. Despite its low popularity, its de-
velopment is ongoing [30]. By selecting DNN, we presented 
student groups with difficult but solvable problems typical of 
the implementation of CMS systems. 

Reflecting on the free-rider problem commonly associated 
with TBL, we aimed to reduce homogeneity in student activ-
ity within teams using RBL. We designated roles within each 
team based on students' personal commitments and interests, 
striving to create heterogeneous knowledge spectrums within 
teams. Role changes were not permitted during the semester. 
The project roles include 20 students each as administrators, 
developers, data managers, and content owners, managing 
team organization, development, data collection, and design 
respectively, with an additional 10 students focused on online 
marketing. The de facto team leader was the administrator, but 
we didn't formalize this to leave events unfolding organically, 
which as stated by Perrera could have a positive impact [27], 
[31]. The instructors were also involved in the role-play as 
stakeholders: they played the role of the future owner of the 
CMS system developed. 

The semester, spanning 13 teaching weeks, was divided 
into four phases. At the end of each phase, which can be con-
sidered as project milestones, we provided feedback to stu-
dents regarding their progress within the phase. Each phase 
had a specific main objective for both the team and individual 

but a leader stands out from the team in terms of behavioural 
patterns, this has a positive impact on the performance of the 
group. 

Version control systems, which are commonly used in the 
business world to track software development activities, are 
also suitable for measuring individual contributions. In their 
article, Fernandez-Gauna et al. describes a sophisticated ap-
proach by using Git for the automated assessment of team-
coding assignments in a university setting [28]. Version con-
trol capabilities are leveraged to gather detailed metrics on 
both team and individual student contributions. Team Perfor-
mance Metrics (TPM) assess the overall health of the project, 
such as the percentage of time the code builds successfully 
and passes tests. Individual Performance Metrics (IPM) eval-
uate personal contributions, including the regularity of com-
mits, adherence to coding standards, and the effectiveness of 
each student's code in passing automated tests. These metrics 
are periodically compiled into reports, offering continuous, 
detailed feedback to students and instructors. This process 
helps identify both collective and individual performance is-
sues, facilitating targeted improvements. 

It is important to differentiate in the case of team task exe-
cution in relation to team composition. In university settings, 
teams are often homogeneously structured: each student's role 
is identical, and they participate in solving the problem ac-
cording to their own motivational and skill levels. In real life, 
a project team rarely consists of members with identical roles. 
It is more likely that each member has a designated role, 
which may rarely or never change during the course of the 
project. This role-based learning is evident in Sancho and his 
colleagues' study that focuses on distributed problem-based 
learning [9]. The learning process described in the article 
takes place in a virtual world, where instructors assign mis-
sions to students working in various roles. The learning pro-
cess is realized by completing these missions. The study pri-
marily examines students' effectiveness and the architecture 
of a custom-developed system, emphasizing the distributed 
problem-based learning through three case studies.  

Role-based learning can also be seen as an element of gam-
ification, and in the case of long-running projects, education 
can be enriched with a number of role-playing games taken 
from corporate life. Gamification appears in student assess-
ment in the article by Udeozor and co-authors [10]. They pro-
pose a Game-Based Assessment Framework and discuss how 
immersive learning technologies can enhance education but 
require new assessment methods. The authors propose a 
Game-Based Assessment Framework (GBAF) that leverages 
the Evidence-Centered Design (ECD) framework and Con-
structive The framework collects data through gameplay, 
providing immediate feedback and aligning game tasks with 
learning outcomes. The study showed that students' perfor-
mance improved with these immersive assessments, suggest-
ing that the GBAF is a practical tool for integrating immersive 
technologies in education. 

Overall, there are many studies implementing techniques 
like TBL, RBL or GBAF to improve the transfer of tacit 
knowledge while keeping the students engaged. The use of a 
ticketing system can support these solutions while also ad-
dressing the usual issues with objective and fair evaluation of 
the individuals. However, to our knowledge, the studies ad-
dressed in this chapter are the only ones which delved into the 

possibilities of ticketing systems in education, but they all nar-
rowed their focus on software development related tasks. Our 
approach aims to be more generalized and flexible in the topic 
as well as the heterogeneity of individual tasks. 

IV. CONTEXT AND DATA 
We collected and analyzed data over a semester from the 

activities of 90 second-year students majoring in Business In-
formatics. During the classes students were able to gain essen-
tial practical experience in the fields of software development 
and IT project management, building upon their previous 
studies. The course was launched for the first time, making its 
execution akin to a pilot project. The main project deliverable 
is creating a corporate website with e-commerce functionality 
using a Content Management System (CMS), ideally capital-
izing on the abilities they had acquired in their earlier studies. 
CMS is a software that helps users to easily manage, edit, and 
publish websites and digital content. It is essentially a web-
based application installed on a web server that allows users 
to create, edit, organize, and share content. The problem was 
chosen to be non-trivial, not easy to solve even with external 
help, and to better reflect students' attitudes to poorly struc-
tured problems and difficult tasks.  During the project, groups 
of 4-5 students were responsible for the installation and cus-
tomization of a CMS system, the design of a webshop, and the 
development of a custom-built module. 

For the course, DotNetNuke (DNN) has been chosen, 
which is a specific example of a CMS based on the Microsoft 
.NET framework When selecting the CMS to be used for the 
project work, our specific goal was to choose a relatively well-
documented, open-source CMS, but one with low popularity. 
This reduced the likelihood of students applying ready-made 
solutions available on the internet without adding substantial 
value. In the CMS market, WordPress is the most widespread, 
while according to available statistics, DNN ranks 34th with 
a 0.16% market share [29]. Despite its low popularity, its de-
velopment is ongoing [30]. By selecting DNN, we presented 
student groups with difficult but solvable problems typical of 
the implementation of CMS systems. 

Reflecting on the free-rider problem commonly associated 
with TBL, we aimed to reduce homogeneity in student activ-
ity within teams using RBL. We designated roles within each 
team based on students' personal commitments and interests, 
striving to create heterogeneous knowledge spectrums within 
teams. Role changes were not permitted during the semester. 
The project roles include 20 students each as administrators, 
developers, data managers, and content owners, managing 
team organization, development, data collection, and design 
respectively, with an additional 10 students focused on online 
marketing. The de facto team leader was the administrator, but 
we didn't formalize this to leave events unfolding organically, 
which as stated by Perrera could have a positive impact [27], 
[31]. The instructors were also involved in the role-play as 
stakeholders: they played the role of the future owner of the 
CMS system developed. 

The semester, spanning 13 teaching weeks, was divided 
into four phases. At the end of each phase, which can be con-
sidered as project milestones, we provided feedback to stu-
dents regarding their progress within the phase. Each phase 
had a specific main objective for both the team and individual 
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roles. However, it was the responsibility of the students to de-
fine their detailed tasks, which also were subject to evaluation. 

Although the instructors have access to the ticketing sys-
tems, and relied on the content of it, the scoring was done 
manually, based on subjective expert judgement. Students 
were required to use the ticketing system and its proper man-
agement was part of the grade. Team scores accounted for 
25% of the points earned, which were the same for all mem-
bers, while individual performance scores accounted for 75%. 
Each student prepared a personal report for each phase. The 
individual points were determined by their activity in the tick-
eting system, the completion and quality of their assignments, 
and the contents of their reports. The assignment point is sub-
ject to expert evaluation. The ticketing point should be more 
or less clearly derivable from the ticketing system data. Nor-
mally, the report point is closely related to both the ticketing 
and assignment points. Lastly, the team point should be the 
result of both individual performance and collaboration 
among the participants.  

The project used the open-source ticketing system Man-
tisBT. The relational database of the system provided a high 
degree of flexibility in data extraction. This system uses the 
usual structure of ticketing systems: the basic unit is the ticket, 
to which many fields suitable for classification, text com-
ments and files can be attached. The time spent can be added 
as numerical information to the comments. A ticket, although 
containing a single specific person in charge, allows the work 
of different team members to be filed. The system also allows 
for the hierarchical linking of tickets and the definition and 
control of sub- and stage deadlines. Fig. 1 shows a simplified 
ticket management process through the state changes of a 
task. After formulating the problem to be solved, a new ticket 
is added. Once a responsible person has been assigned, the 
state changes to 'assigned'. The responsible person then indi-
cates any comments and records the time spent in a note be-
fore closing the ticket. If there is a lack of information needed 
to solve the ticket, supplementary information can be queried 
from the reporter using the feedback state. If the available in-
formation is or becomes sufficient, the ticket can be resolved 
by the assigned person and returned to the submitter, who can 
then close or reopen it after testing. The tester, who can be the 
original reporter or another assignee, can also attach com-
ments and time-tracking information during the process. 
A detailed event log can be extracted from the ticket manage-
ment system database, which can be analyzed to get a com-
prehensive picture of the activity of each team member. Over 
the semester, 90 users recorded around 20,000 events. The 
system distinguishes a total of 37 event types, which were 

grouped into six categories according to practical reasons, 
summarized in Table 11. 

 
We have created a project for each student team in the sys-

tem. The teams were not allowed to see each other's projects, 
they could only work on their own. The chosen system allows 
for a hierarchical grouping of projects, so each project was 
categorised under a project representing the seminar group. 
This allows for instructor-dependent analyzes and analyzes 
based on the characteristics of the seminar group, such as the 
number of teams in the course. 

We calculated the Cumulative Grade Point Average 
(CGPA) for the participating students at the beginning of the 

semester. The CGPA is the overall average of a student's 
grades throughout their academic program. It is calculated by 
taking the grade points earned in all courses, multiplying each 
by the credit hours of the course, summing these values, and 
dividing by the total number of credit hours completed. This 
measure provides a comprehensive overview of a student's ac-
ademic performance. For engineering students, the CGPA 
may be a reliable predictor of final graduation performance, 
based on Adekitan and Salau's recent study [32]. We used this 
value to verify the adequacy of scores given through subjec-
tive evaluation. 

V. RESEARCH METHODS 
The purpose of our research is to substantiate the empirical 

experiences of the course, implementing new solutions, and 
analyze the collected data to enhance the course content and 
evaluation system. The data collected from the ticketing sys-
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After anonymizing and reducing the event categories 
(Table 1), the event log is prepared for examination. By using 
SQL queries, records from the event log can be extracted from 
the relational database of the ticketing system. We explored 
the collected data along three dimensions and derived further 
explanatory variables from the obtained data: 

Temporal: Analyzing temporal aspects helps us under-
stand how frequently students used the ticketing system, the 
evenness of activity distribution, and whether there are signs 
of expected real-time usage and indications of deviations from 
that pattern. To achieve this, we measure daily events and 
event types by role and collectively. Additionally, we conduct 
time-series analysis to uncover short-term and long-term sea-
sonal effects. 

Content: We examine how many times representatives of 
each role initiated events, what kind of content they recorded 
in the system, and how effectively they used the system for 
communication. The content dimension includes the received 
points, evaluations, and submitted reports. Our goal is to un-
derstand the behavioural patterns characteristic of each role 
and the students' attitudes towards tasks. For this purpose, be-
yond investigating averages and dispersion measures, we con-
duct dictionary-based sentiment analysis [33] on student re-
ports using the PrecoSenti lexicons [34], [35], after lemmatiz-
ing the texts using Hunspell [36]. Primarily for methodologi-
cal verification, we also perform sentiment analysis on the 
textual evaluations provided by the instructors, comparing the 
results with assigned scores. If we observe the expected cor-
relation, it suggests that our analysis is correct, and the results 
obtained from the sentiment analysis of the students' reports 
are relevant as well. 

Network: Collaborative learning is based on cooperation. 
We are interested in understanding, based on the data from the 
ticketing system, which group members were able to collabo-
rate effectively. We aim to investigate whether weaker con-
nections align with the experiences reported in the evalua-
tions, or if they were simply characterized by different com-
munication channels in those cases. To examine this, we con-
ducted a network analysis following these considerations: two 
team members are connected if they worked on the same 
ticket. The relationships between two students were weighted 
by the frequency of their connections. 

Our goal is to leverage the insights provided by the ana-
lyzes to better support the work of struggling students in the 
next iteration of the course, and ideally, to design a more mo-
tivating yet fair scoring system. To achieve this, we will com-
pare the results collected from the temporal, content, and net-
work aspects with the scoring outcomes using a correlation 
matrix. This approach will allow us to identify significant re-
lationships and patterns, thereby informing improvements in 
our pedagogical strategies and assessment methods. 

VI. RESULTS 
The semester lasted for 14 weeks with a holiday week in 

the middle (week 7) and was divided into four phases. Each 
of the four project phases concluded with a phase-ending 
week, during which students presented their results and re-
ceived the tasks for the next phase. The number of daily rec-
orded events throughout the semester can be seen on Fig. 2. 
During the semester, there was a one-week break starting on 
April 3, during which the activity level dropped to zero. While 

this is not inherently concerning, this low activity level per-
sisted until the end of the following week. This phenomenon 
is likely attributed to the half-semester exam period. 

We expected students to log their activities in real time. As 
deadlines approach in any project, motivation tends to in-
crease, leading to a rise in the frequency of activities. There-
fore, it was anticipated that activity levels would surge during 
phase-ending weeks. However, this should not overshadow 
the possibility that activities were entered into the system ret-
roactively, solely to consider them during the scoring process. 
The event frequency curve shown in Fig. 2 suggests that this 
may have indeed occurred. 

The daily activity divided by roles is depicted in Fig. 3. Re-
markably, the Administrator role stands out in terms of activ-
ity, as these students recorded their activities in the ticketing 
system and closed them. Naturally, these two activities were 
more prominent during the phase-ending weeks. For the other 
roles, such a trend effect is less acceptable, ideally, their work-
load should be distributed more proportionally. Nevertheless, 
for every role, there are four major peaks during the phase-
ending weeks, which undoubtedly put the Administrator re-
sponsible for finalization in an uncomfortable position. 

 
 

  

 
Fig. 2.  The representation of the daily aggregated number of 
events. Four major milestones were designated during the semester, with 
the phase closing weeks indicated on the diagram (the closing presenta-
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After anonymizing and reducing the event categories 
(Table 1), the event log is prepared for examination. By using 
SQL queries, records from the event log can be extracted from 
the relational database of the ticketing system. We explored 
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munication channels in those cases. To examine this, we con-
ducted a network analysis following these considerations: two 
team members are connected if they worked on the same 
ticket. The relationships between two students were weighted 
by the frequency of their connections. 

Our goal is to leverage the insights provided by the ana-
lyzes to better support the work of struggling students in the 
next iteration of the course, and ideally, to design a more mo-
tivating yet fair scoring system. To achieve this, we will com-
pare the results collected from the temporal, content, and net-
work aspects with the scoring outcomes using a correlation 
matrix. This approach will allow us to identify significant re-
lationships and patterns, thereby informing improvements in 
our pedagogical strategies and assessment methods. 
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the possibility that activities were entered into the system ret-
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The daily activity divided by roles is depicted in Fig. 3. Re-
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tions, or if they were simply characterized by different com-
munication channels in those cases. To examine this, we con-
ducted a network analysis following these considerations: two 
team members are connected if they worked on the same 
ticket. The relationships between two students were weighted 
by the frequency of their connections. 

Our goal is to leverage the insights provided by the ana-
lyzes to better support the work of struggling students in the 
next iteration of the course, and ideally, to design a more mo-
tivating yet fair scoring system. To achieve this, we will com-
pare the results collected from the temporal, content, and net-
work aspects with the scoring outcomes using a correlation 
matrix. This approach will allow us to identify significant re-
lationships and patterns, thereby informing improvements in 
our pedagogical strategies and assessment methods. 

VI. RESULTS 
The semester lasted for 14 weeks with a holiday week in 

the middle (week 7) and was divided into four phases. Each 
of the four project phases concluded with a phase-ending 
week, during which students presented their results and re-
ceived the tasks for the next phase. The number of daily rec-
orded events throughout the semester can be seen on Fig. 2. 
During the semester, there was a one-week break starting on 
April 3, during which the activity level dropped to zero. While 

this is not inherently concerning, this low activity level per-
sisted until the end of the following week. This phenomenon 
is likely attributed to the half-semester exam period. 

We expected students to log their activities in real time. As 
deadlines approach in any project, motivation tends to in-
crease, leading to a rise in the frequency of activities. There-
fore, it was anticipated that activity levels would surge during 
phase-ending weeks. However, this should not overshadow 
the possibility that activities were entered into the system ret-
roactively, solely to consider them during the scoring process. 
The event frequency curve shown in Fig. 2 suggests that this 
may have indeed occurred. 

The daily activity divided by roles is depicted in Fig. 3. Re-
markably, the Administrator role stands out in terms of activ-
ity, as these students recorded their activities in the ticketing 
system and closed them. Naturally, these two activities were 
more prominent during the phase-ending weeks. For the other 
roles, such a trend effect is less acceptable, ideally, their work-
load should be distributed more proportionally. Nevertheless, 
for every role, there are four major peaks during the phase-
ending weeks, which undoubtedly put the Administrator re-
sponsible for finalization in an uncomfortable position. 

 
 

  

 
Fig. 2.  The representation of the daily aggregated number of 
events. Four major milestones were designated during the semester, with 
the phase closing weeks indicated on the diagram (the closing presenta-
tions happened around the middle of the week). An increase in student 
activity can be observed as each phase closing week approaches, with 
activity peaking during these weeks. 
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end-of-phase weeks. 
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roles. However, it was the responsibility of the students to de-
fine their detailed tasks, which also were subject to evaluation. 

Although the instructors have access to the ticketing sys-
tems, and relied on the content of it, the scoring was done 
manually, based on subjective expert judgement. Students 
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or less clearly derivable from the ticketing system data. Nor-
mally, the report point is closely related to both the ticketing 
and assignment points. Lastly, the team point should be the 
result of both individual performance and collaboration 
among the participants.  

The project used the open-source ticketing system Man-
tisBT. The relational database of the system provided a high 
degree of flexibility in data extraction. This system uses the 
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ments and files can be attached. The time spent can be added 
as numerical information to the comments. A ticket, although 
containing a single specific person in charge, allows the work 
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for the hierarchical linking of tickets and the definition and 
control of sub- and stage deadlines. Fig. 1 shows a simplified 
ticket management process through the state changes of a 
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formation is or becomes sufficient, the ticket can be resolved 
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then close or reopen it after testing. The tester, who can be the 
original reporter or another assignee, can also attach com-
ments and time-tracking information during the process. 
A detailed event log can be extracted from the ticket manage-
ment system database, which can be analyzed to get a com-
prehensive picture of the activity of each team member. Over 
the semester, 90 users recorded around 20,000 events. The 
system distinguishes a total of 37 event types, which were 

grouped into six categories according to practical reasons, 
summarized in Table 11. 

 
We have created a project for each student team in the sys-

tem. The teams were not allowed to see each other's projects, 
they could only work on their own. The chosen system allows 
for a hierarchical grouping of projects, so each project was 
categorised under a project representing the seminar group. 
This allows for instructor-dependent analyzes and analyzes 
based on the characteristics of the seminar group, such as the 
number of teams in the course. 

We calculated the Cumulative Grade Point Average 
(CGPA) for the participating students at the beginning of the 

semester. The CGPA is the overall average of a student's 
grades throughout their academic program. It is calculated by 
taking the grade points earned in all courses, multiplying each 
by the credit hours of the course, summing these values, and 
dividing by the total number of credit hours completed. This 
measure provides a comprehensive overview of a student's ac-
ademic performance. For engineering students, the CGPA 
may be a reliable predictor of final graduation performance, 
based on Adekitan and Salau's recent study [32]. We used this 
value to verify the adequacy of scores given through subjec-
tive evaluation. 

V. RESEARCH METHODS 
The purpose of our research is to substantiate the empirical 

experiences of the course, implementing new solutions, and 
analyze the collected data to enhance the course content and 
evaluation system. The data collected from the ticketing sys-
tem, along with the final grades and scores earned during the 
semester, form an event log, enabling not only exploratory 
statistical examination but also facilitating the analysis of tem-
poral and sequential data. 

 

Fig. 1.  Visual representation of simplified ticket handling process through state changes of a ticket. 

TABLE 1  
EVENT CATEGORIES USED FOR GROUPING EVENT LOG RECORDS 

Event Type Description 
NEW_BUG Add a new ticket 
BUG_ASSIGNED Assigning a ticket to the assignee 
BUG_RESOLVED Set the ticket to solved status; wait for the 

test 
BUG_CLOSED Close ticket 
BUGNOTE_ADDED Adding a comment to the ticket. Comments 

also store the time spent, so it is possible that 
several participants are working on the same 
ticket assigned to a user. Bugnotes can also 
hold file attachments. 

BUG_EDITED Modify any of the ticket data in addition to 
the above 

 

After anonymizing and reducing the event categories 
(Table 1), the event log is prepared for examination. By using 
SQL queries, records from the event log can be extracted from 
the relational database of the ticketing system. We explored 
the collected data along three dimensions and derived further 
explanatory variables from the obtained data: 

Temporal: Analyzing temporal aspects helps us under-
stand how frequently students used the ticketing system, the 
evenness of activity distribution, and whether there are signs 
of expected real-time usage and indications of deviations from 
that pattern. To achieve this, we measure daily events and 
event types by role and collectively. Additionally, we conduct 
time-series analysis to uncover short-term and long-term sea-
sonal effects. 

Content: We examine how many times representatives of 
each role initiated events, what kind of content they recorded 
in the system, and how effectively they used the system for 
communication. The content dimension includes the received 
points, evaluations, and submitted reports. Our goal is to un-
derstand the behavioural patterns characteristic of each role 
and the students' attitudes towards tasks. For this purpose, be-
yond investigating averages and dispersion measures, we con-
duct dictionary-based sentiment analysis [33] on student re-
ports using the PrecoSenti lexicons [34], [35], after lemmatiz-
ing the texts using Hunspell [36]. Primarily for methodologi-
cal verification, we also perform sentiment analysis on the 
textual evaluations provided by the instructors, comparing the 
results with assigned scores. If we observe the expected cor-
relation, it suggests that our analysis is correct, and the results 
obtained from the sentiment analysis of the students' reports 
are relevant as well. 

Network: Collaborative learning is based on cooperation. 
We are interested in understanding, based on the data from the 
ticketing system, which group members were able to collabo-
rate effectively. We aim to investigate whether weaker con-
nections align with the experiences reported in the evalua-
tions, or if they were simply characterized by different com-
munication channels in those cases. To examine this, we con-
ducted a network analysis following these considerations: two 
team members are connected if they worked on the same 
ticket. The relationships between two students were weighted 
by the frequency of their connections. 

Our goal is to leverage the insights provided by the ana-
lyzes to better support the work of struggling students in the 
next iteration of the course, and ideally, to design a more mo-
tivating yet fair scoring system. To achieve this, we will com-
pare the results collected from the temporal, content, and net-
work aspects with the scoring outcomes using a correlation 
matrix. This approach will allow us to identify significant re-
lationships and patterns, thereby informing improvements in 
our pedagogical strategies and assessment methods. 

VI. RESULTS 
The semester lasted for 14 weeks with a holiday week in 

the middle (week 7) and was divided into four phases. Each 
of the four project phases concluded with a phase-ending 
week, during which students presented their results and re-
ceived the tasks for the next phase. The number of daily rec-
orded events throughout the semester can be seen on Fig. 2. 
During the semester, there was a one-week break starting on 
April 3, during which the activity level dropped to zero. While 

this is not inherently concerning, this low activity level per-
sisted until the end of the following week. This phenomenon 
is likely attributed to the half-semester exam period. 

We expected students to log their activities in real time. As 
deadlines approach in any project, motivation tends to in-
crease, leading to a rise in the frequency of activities. There-
fore, it was anticipated that activity levels would surge during 
phase-ending weeks. However, this should not overshadow 
the possibility that activities were entered into the system ret-
roactively, solely to consider them during the scoring process. 
The event frequency curve shown in Fig. 2 suggests that this 
may have indeed occurred. 

The daily activity divided by roles is depicted in Fig. 3. Re-
markably, the Administrator role stands out in terms of activ-
ity, as these students recorded their activities in the ticketing 
system and closed them. Naturally, these two activities were 
more prominent during the phase-ending weeks. For the other 
roles, such a trend effect is less acceptable, ideally, their work-
load should be distributed more proportionally. Nevertheless, 
for every role, there are four major peaks during the phase-
ending weeks, which undoubtedly put the Administrator re-
sponsible for finalization in an uncomfortable position. 

 
 

  

 
Fig. 2.  The representation of the daily aggregated number of 
events. Four major milestones were designated during the semester, with 
the phase closing weeks indicated on the diagram (the closing presenta-
tions happened around the middle of the week). An increase in student 
activity can be observed as each phase closing week approaches, with 
activity peaking during these weeks. 
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To investigate the long- and short-term seasonal effects, the 
data set was analyzed using time series decomposition, the re-
sults of which are shown in Fig. 4. On the one hand, among 
the long-term trends, the aforementioned effect related to 
phase-locked weeks is clearly visible. On the other hand, 
among the short-term effects, it is also clear that a significant 
part of the activity is specifically linked to the weekly classes, 
although in fact there is no reason for this due to the organi-
zation of the training since the weekly exercises were weekly 
meetings without any task completion. The residual data se-
ries, stripped of trends and seasonality, also shows a spike in 
activity in the phase-out weeks. 

The continuity of ticketing system usage is illustrated in 
Fig. 5, which provides information about active days, mean-
ing how many students performed any activity in the system 
on a given day. The semester spanned 13 instructional weeks, 
covering 91 calendar days. The majority of students were ac-
tive on fewer than a quarter of the possible days. This also 
suggests retroactive entry of activities. The figure also dis-
plays the distribution of active days by role. The average ac-
tivity level of non-administrator role students is similar, 
though significant variations can be observed. 

The low number of active days observed in Fig. 5 could 
also be attributed to the granularity of the tasks in the 

assignments. There is no consensus in the literature and prac-
tice regarding the ideal time requirements for tasks within an 
assignment. However, during the course, students were ad-
vised to work with relatively fine granularity, and ideally, the 
time requirement for a single assignment should not exceed 
one day. For instance, a task with a time requirement of 16 
hours (calculated as four hours of work per day) could result 
in a perceived inactivity of 3 days. To determine this, we ex-
amine the reported time commitments by students, as shown 
in Fig. 6. The highest recorded time is approximately 100 
hours, with an average of 44.3 hours per student and a high 
standard deviation of 22.1 hours. Since the total tracked time 
was not considered when determining the scores, the instruc-
tors did not focus on giving feedback regarding the lack of 
complete time recording. Thus, it is plausible that many stu-
dents simply forgot to submit their time recordings, which is 
a common issue in real work environments as well. 

Regarding the content created, apart from analyzing the 
temporal aspects, we also need to examine what was gener-
ated. Any ticketing system should be capable of reconstruct-
ing and presenting the completed work in a comprehensible 
manner, primarily through textual descriptions. This fulfil-

ment is assessed through the analysis of the generated content 
in addition to the investigated events. 

In summary, during the semester, students created 1954 
tickets for their projects, to which they attached 4326 com-
ments. In the specialized project designed for seeking support, 

 
Fig. 4. Time series decomposition of daily event counts. The trend 
component shows the phases, while the seasonal component reflects 
the weekly repetition of classes.  
 

 

 
Fig. 5.  Active days by students and roles. The majority of stu-
dents were active at most twice a week during the semester. The most 
active role was that of the administrators, followed by the content 
owners, with the other roles having similar activity levels. 
 

 
Fig. 6.  Time reported by roles. According to the students' self-re-
ported time logs, they spent a maximum of 60 hours on the course 
during the semester, which amounts to approximately 4 hours per 
week.  

To investigate the long- and short-term seasonal effects, the 
data set was analyzed using time series decomposition, the re-
sults of which are shown in Fig. 4. On the one hand, among 
the long-term trends, the aforementioned effect related to 
phase-locked weeks is clearly visible. On the other hand, 
among the short-term effects, it is also clear that a significant 
part of the activity is specifically linked to the weekly classes, 
although in fact there is no reason for this due to the organi-
zation of the training since the weekly exercises were weekly 
meetings without any task completion. The residual data se-
ries, stripped of trends and seasonality, also shows a spike in 
activity in the phase-out weeks. 

The continuity of ticketing system usage is illustrated in 
Fig. 5, which provides information about active days, mean-
ing how many students performed any activity in the system 
on a given day. The semester spanned 13 instructional weeks, 
covering 91 calendar days. The majority of students were ac-
tive on fewer than a quarter of the possible days. This also 
suggests retroactive entry of activities. The figure also dis-
plays the distribution of active days by role. The average ac-
tivity level of non-administrator role students is similar, 
though significant variations can be observed. 

The low number of active days observed in Fig. 5 could 
also be attributed to the granularity of the tasks in the 

assignments. There is no consensus in the literature and prac-
tice regarding the ideal time requirements for tasks within an 
assignment. However, during the course, students were ad-
vised to work with relatively fine granularity, and ideally, the 
time requirement for a single assignment should not exceed 
one day. For instance, a task with a time requirement of 16 
hours (calculated as four hours of work per day) could result 
in a perceived inactivity of 3 days. To determine this, we ex-
amine the reported time commitments by students, as shown 
in Fig. 6. The highest recorded time is approximately 100 
hours, with an average of 44.3 hours per student and a high 
standard deviation of 22.1 hours. Since the total tracked time 
was not considered when determining the scores, the instruc-
tors did not focus on giving feedback regarding the lack of 
complete time recording. Thus, it is plausible that many stu-
dents simply forgot to submit their time recordings, which is 
a common issue in real work environments as well. 

Regarding the content created, apart from analyzing the 
temporal aspects, we also need to examine what was gener-
ated. Any ticketing system should be capable of reconstruct-
ing and presenting the completed work in a comprehensible 
manner, primarily through textual descriptions. This fulfil-

ment is assessed through the analysis of the generated content 
in addition to the investigated events. 

In summary, during the semester, students created 1954 
tickets for their projects, to which they attached 4326 com-
ments. In the specialized project designed for seeking support, 

 
Fig. 4. Time series decomposition of daily event counts. The trend 
component shows the phases, while the seasonal component reflects 
the weekly repetition of classes.  
 

 

 
Fig. 5.  Active days by students and roles. The majority of stu-
dents were active at most twice a week during the semester. The most 
active role was that of the administrators, followed by the content 
owners, with the other roles having similar activity levels. 
 

 
Fig. 6.  Time reported by roles. According to the students' self-re-
ported time logs, they spent a maximum of 60 hours on the course 
during the semester, which amounts to approximately 4 hours per 
week.  

To investigate the long- and short-term seasonal effects, the 
data set was analyzed using time series decomposition, the re-
sults of which are shown in Fig. 4. On the one hand, among 
the long-term trends, the aforementioned effect related to 
phase-locked weeks is clearly visible. On the other hand, 
among the short-term effects, it is also clear that a significant 
part of the activity is specifically linked to the weekly classes, 
although in fact there is no reason for this due to the organi-
zation of the training since the weekly exercises were weekly 
meetings without any task completion. The residual data se-
ries, stripped of trends and seasonality, also shows a spike in 
activity in the phase-out weeks. 

The continuity of ticketing system usage is illustrated in 
Fig. 5, which provides information about active days, mean-
ing how many students performed any activity in the system 
on a given day. The semester spanned 13 instructional weeks, 
covering 91 calendar days. The majority of students were ac-
tive on fewer than a quarter of the possible days. This also 
suggests retroactive entry of activities. The figure also dis-
plays the distribution of active days by role. The average ac-
tivity level of non-administrator role students is similar, 
though significant variations can be observed. 

The low number of active days observed in Fig. 5 could 
also be attributed to the granularity of the tasks in the 

assignments. There is no consensus in the literature and prac-
tice regarding the ideal time requirements for tasks within an 
assignment. However, during the course, students were ad-
vised to work with relatively fine granularity, and ideally, the 
time requirement for a single assignment should not exceed 
one day. For instance, a task with a time requirement of 16 
hours (calculated as four hours of work per day) could result 
in a perceived inactivity of 3 days. To determine this, we ex-
amine the reported time commitments by students, as shown 
in Fig. 6. The highest recorded time is approximately 100 
hours, with an average of 44.3 hours per student and a high 
standard deviation of 22.1 hours. Since the total tracked time 
was not considered when determining the scores, the instruc-
tors did not focus on giving feedback regarding the lack of 
complete time recording. Thus, it is plausible that many stu-
dents simply forgot to submit their time recordings, which is 
a common issue in real work environments as well. 

Regarding the content created, apart from analyzing the 
temporal aspects, we also need to examine what was gener-
ated. Any ticketing system should be capable of reconstruct-
ing and presenting the completed work in a comprehensible 
manner, primarily through textual descriptions. This fulfil-

ment is assessed through the analysis of the generated content 
in addition to the investigated events. 

In summary, during the semester, students created 1954 
tickets for their projects, to which they attached 4326 com-
ments. In the specialized project designed for seeking support, 
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After anonymizing and reducing the event categories 
(Table 1), the event log is prepared for examination. By using 
SQL queries, records from the event log can be extracted from 
the relational database of the ticketing system. We explored 
the collected data along three dimensions and derived further 
explanatory variables from the obtained data: 

Temporal: Analyzing temporal aspects helps us under-
stand how frequently students used the ticketing system, the 
evenness of activity distribution, and whether there are signs 
of expected real-time usage and indications of deviations from 
that pattern. To achieve this, we measure daily events and 
event types by role and collectively. Additionally, we conduct 
time-series analysis to uncover short-term and long-term sea-
sonal effects. 

Content: We examine how many times representatives of 
each role initiated events, what kind of content they recorded 
in the system, and how effectively they used the system for 
communication. The content dimension includes the received 
points, evaluations, and submitted reports. Our goal is to un-
derstand the behavioural patterns characteristic of each role 
and the students' attitudes towards tasks. For this purpose, be-
yond investigating averages and dispersion measures, we con-
duct dictionary-based sentiment analysis [33] on student re-
ports using the PrecoSenti lexicons [34], [35], after lemmatiz-
ing the texts using Hunspell [36]. Primarily for methodologi-
cal verification, we also perform sentiment analysis on the 
textual evaluations provided by the instructors, comparing the 
results with assigned scores. If we observe the expected cor-
relation, it suggests that our analysis is correct, and the results 
obtained from the sentiment analysis of the students' reports 
are relevant as well. 

Network: Collaborative learning is based on cooperation. 
We are interested in understanding, based on the data from the 
ticketing system, which group members were able to collabo-
rate effectively. We aim to investigate whether weaker con-
nections align with the experiences reported in the evalua-
tions, or if they were simply characterized by different com-
munication channels in those cases. To examine this, we con-
ducted a network analysis following these considerations: two 
team members are connected if they worked on the same 
ticket. The relationships between two students were weighted 
by the frequency of their connections. 

Our goal is to leverage the insights provided by the ana-
lyzes to better support the work of struggling students in the 
next iteration of the course, and ideally, to design a more mo-
tivating yet fair scoring system. To achieve this, we will com-
pare the results collected from the temporal, content, and net-
work aspects with the scoring outcomes using a correlation 
matrix. This approach will allow us to identify significant re-
lationships and patterns, thereby informing improvements in 
our pedagogical strategies and assessment methods. 

VI. RESULTS 
The semester lasted for 14 weeks with a holiday week in 

the middle (week 7) and was divided into four phases. Each 
of the four project phases concluded with a phase-ending 
week, during which students presented their results and re-
ceived the tasks for the next phase. The number of daily rec-
orded events throughout the semester can be seen on Fig. 2. 
During the semester, there was a one-week break starting on 
April 3, during which the activity level dropped to zero. While 

this is not inherently concerning, this low activity level per-
sisted until the end of the following week. This phenomenon 
is likely attributed to the half-semester exam period. 

We expected students to log their activities in real time. As 
deadlines approach in any project, motivation tends to in-
crease, leading to a rise in the frequency of activities. There-
fore, it was anticipated that activity levels would surge during 
phase-ending weeks. However, this should not overshadow 
the possibility that activities were entered into the system ret-
roactively, solely to consider them during the scoring process. 
The event frequency curve shown in Fig. 2 suggests that this 
may have indeed occurred. 

The daily activity divided by roles is depicted in Fig. 3. Re-
markably, the Administrator role stands out in terms of activ-
ity, as these students recorded their activities in the ticketing 
system and closed them. Naturally, these two activities were 
more prominent during the phase-ending weeks. For the other 
roles, such a trend effect is less acceptable, ideally, their work-
load should be distributed more proportionally. Nevertheless, 
for every role, there are four major peaks during the phase-
ending weeks, which undoubtedly put the Administrator re-
sponsible for finalization in an uncomfortable position. 

 
 

  

 
Fig. 2.  The representation of the daily aggregated number of 
events. Four major milestones were designated during the semester, with 
the phase closing weeks indicated on the diagram (the closing presenta-
tions happened around the middle of the week). An increase in student 
activity can be observed as each phase closing week approaches, with 
activity peaking during these weeks. 
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To investigate the long- and short-term seasonal effects, the 
data set was analyzed using time series decomposition, the re-
sults of which are shown in Fig. 4. On the one hand, among 
the long-term trends, the aforementioned effect related to 
phase-locked weeks is clearly visible. On the other hand, 
among the short-term effects, it is also clear that a significant 
part of the activity is specifically linked to the weekly classes, 
although in fact there is no reason for this due to the organi-
zation of the training since the weekly exercises were weekly 
meetings without any task completion. The residual data se-
ries, stripped of trends and seasonality, also shows a spike in 
activity in the phase-out weeks. 

The continuity of ticketing system usage is illustrated in 
Fig. 5, which provides information about active days, mean-
ing how many students performed any activity in the system 
on a given day. The semester spanned 13 instructional weeks, 
covering 91 calendar days. The majority of students were ac-
tive on fewer than a quarter of the possible days. This also 
suggests retroactive entry of activities. The figure also dis-
plays the distribution of active days by role. The average ac-
tivity level of non-administrator role students is similar, 
though significant variations can be observed. 

The low number of active days observed in Fig. 5 could 
also be attributed to the granularity of the tasks in the 

assignments. There is no consensus in the literature and prac-
tice regarding the ideal time requirements for tasks within an 
assignment. However, during the course, students were ad-
vised to work with relatively fine granularity, and ideally, the 
time requirement for a single assignment should not exceed 
one day. For instance, a task with a time requirement of 16 
hours (calculated as four hours of work per day) could result 
in a perceived inactivity of 3 days. To determine this, we ex-
amine the reported time commitments by students, as shown 
in Fig. 6. The highest recorded time is approximately 100 
hours, with an average of 44.3 hours per student and a high 
standard deviation of 22.1 hours. Since the total tracked time 
was not considered when determining the scores, the instruc-
tors did not focus on giving feedback regarding the lack of 
complete time recording. Thus, it is plausible that many stu-
dents simply forgot to submit their time recordings, which is 
a common issue in real work environments as well. 

Regarding the content created, apart from analyzing the 
temporal aspects, we also need to examine what was gener-
ated. Any ticketing system should be capable of reconstruct-
ing and presenting the completed work in a comprehensible 
manner, primarily through textual descriptions. This fulfil-

ment is assessed through the analysis of the generated content 
in addition to the investigated events. 

In summary, during the semester, students created 1954 
tickets for their projects, to which they attached 4326 com-
ments. In the specialized project designed for seeking support, 
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To investigate the long- and short-term seasonal effects, the 
data set was analyzed using time series decomposition, the re-
sults of which are shown in Fig. 4. On the one hand, among 
the long-term trends, the aforementioned effect related to 
phase-locked weeks is clearly visible. On the other hand, 
among the short-term effects, it is also clear that a significant 
part of the activity is specifically linked to the weekly classes, 
although in fact there is no reason for this due to the organi-
zation of the training since the weekly exercises were weekly 
meetings without any task completion. The residual data se-
ries, stripped of trends and seasonality, also shows a spike in 
activity in the phase-out weeks. 
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Fig. 5, which provides information about active days, mean-
ing how many students performed any activity in the system 
on a given day. The semester spanned 13 instructional weeks, 
covering 91 calendar days. The majority of students were ac-
tive on fewer than a quarter of the possible days. This also 
suggests retroactive entry of activities. The figure also dis-
plays the distribution of active days by role. The average ac-
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The low number of active days observed in Fig. 5 could 
also be attributed to the granularity of the tasks in the 
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tice regarding the ideal time requirements for tasks within an 
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time requirement for a single assignment should not exceed 
one day. For instance, a task with a time requirement of 16 
hours (calculated as four hours of work per day) could result 
in a perceived inactivity of 3 days. To determine this, we ex-
amine the reported time commitments by students, as shown 
in Fig. 6. The highest recorded time is approximately 100 
hours, with an average of 44.3 hours per student and a high 
standard deviation of 22.1 hours. Since the total tracked time 
was not considered when determining the scores, the instruc-
tors did not focus on giving feedback regarding the lack of 
complete time recording. Thus, it is plausible that many stu-
dents simply forgot to submit their time recordings, which is 
a common issue in real work environments as well. 
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they requested help in 156 cases, appending a total of 148 
comments. 

For the analysis of added textual content, we examined the 
length of content formulated in tickets and their associated 
comments. If the text is short, it can be assumed that it doesn't 
carry valuable information, and merely reviewing tickets and 
comments wouldn't yield more comprehensive insights into 
the workflow. The characteristics of log entries with content 
can be observed in Fig. 7. 

Throughout the semester, students provided insights into 
their achieved results in four reports corresponding to each 
phase. The submitted texts underwent dictionary-based senti-
ment analysis. In the first phase, students exhibited a positive 
attitude towards the task, with relatively high variability. In 
the second phase, the average sentiment measured in the re-
ports slightly declined, with decreasing variability. This trend 
continued in the third and fourth phases. Given the challeng-
ing nature of the tasks in the fourth phase, one might expect a 
further decrease in the observed sentiment in the reports. 

However, the analysis did not indicate this, although there was 
a slight increase in variability. The results are summarized in 
Fig. 8. 

The ticketing system is fundamentally designed to facilitate 
collaboration, making it suitable for successful application of 
network analysis tools. Since the five-member teams only 
worked within their own projects and the support project, we 
cannot speak of the emergence of a larger network. In terms 
of the entire ticketing system, the relationship graph is not 
connected. We consider two users to have a connection if they 
collaborated related to the same ticket. Within the project, the 
maximum achievable degree is equal to the team's size. As 
team sizes vary, the achieved degree is divided by the team 
size, resulting in a corrected degree. As shown in Fig. 9, half 

of the students worked together with all their teammates, but 
more than 10% left no trace of collaboration within the tick-
eting system. This could either have taken place on an external 
platform or not at all.  

Network analysis can provide an additional dimension to 
characterize the roles. Consider Fig. 10, where we can observe 

the average weighted degrees calculated based on the connec-
tions established between the different roles. The figure shows 
which role collaborations were prominent: marketers typi-
cally collaborated with content owner role users, while devel-
opers collaborated with data managers. 

One of the primary goals of this research is to propose a 
method for objectively grading the work of the students. This 
does not simply consist of evaluating the results as grades 

should reflect the management of the ticketing system and the 
whole process as well. During the examined semester, the 
metrics of the ticketing system played a marginal role in de-
termining the points for this aspect. Due to the lack of bench-
marking data, instructors primarily evaluated students' perfor-
mance subjectively. Therefore, the grades assigned during the 
semester are not directly suitable for building a grading 
model. The distribution of points for the ticketing system 
management is skewed to the right (Fig. 11). This distribution 
shape can be attributed to the pilot nature of the course evalu-
ation and the lack of previous experience (as it was the first 
year of the course). Evaluators might have leaned towards as-
signing more favourable scores to the students. In terms of the 
other components of the points, it can be said that while the 
distribution of points for assignments is closer to normal, the  
points for reports and particularly for teamwork are signifi-
cantly high.  

Improving the grading system requires an understanding of 
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can be observed in Fig. 7. 
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ment analysis. In the first phase, students exhibited a positive 
attitude towards the task, with relatively high variability. In 
the second phase, the average sentiment measured in the re-
ports slightly declined, with decreasing variability. This trend 
continued in the third and fourth phases. Given the challeng-
ing nature of the tasks in the fourth phase, one might expect a 
further decrease in the observed sentiment in the reports. 

However, the analysis did not indicate this, although there was 
a slight increase in variability. The results are summarized in 
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To investigate the long- and short-term seasonal effects, the 
data set was analyzed using time series decomposition, the re-
sults of which are shown in Fig. 4. On the one hand, among 
the long-term trends, the aforementioned effect related to 
phase-locked weeks is clearly visible. On the other hand, 
among the short-term effects, it is also clear that a significant 
part of the activity is specifically linked to the weekly classes, 
although in fact there is no reason for this due to the organi-
zation of the training since the weekly exercises were weekly 
meetings without any task completion. The residual data se-
ries, stripped of trends and seasonality, also shows a spike in 
activity in the phase-out weeks. 

The continuity of ticketing system usage is illustrated in 
Fig. 5, which provides information about active days, mean-
ing how many students performed any activity in the system 
on a given day. The semester spanned 13 instructional weeks, 
covering 91 calendar days. The majority of students were ac-
tive on fewer than a quarter of the possible days. This also 
suggests retroactive entry of activities. The figure also dis-
plays the distribution of active days by role. The average ac-
tivity level of non-administrator role students is similar, 
though significant variations can be observed. 

The low number of active days observed in Fig. 5 could 
also be attributed to the granularity of the tasks in the 

assignments. There is no consensus in the literature and prac-
tice regarding the ideal time requirements for tasks within an 
assignment. However, during the course, students were ad-
vised to work with relatively fine granularity, and ideally, the 
time requirement for a single assignment should not exceed 
one day. For instance, a task with a time requirement of 16 
hours (calculated as four hours of work per day) could result 
in a perceived inactivity of 3 days. To determine this, we ex-
amine the reported time commitments by students, as shown 
in Fig. 6. The highest recorded time is approximately 100 
hours, with an average of 44.3 hours per student and a high 
standard deviation of 22.1 hours. Since the total tracked time 
was not considered when determining the scores, the instruc-
tors did not focus on giving feedback regarding the lack of 
complete time recording. Thus, it is plausible that many stu-
dents simply forgot to submit their time recordings, which is 
a common issue in real work environments as well. 

Regarding the content created, apart from analyzing the 
temporal aspects, we also need to examine what was gener-
ated. Any ticketing system should be capable of reconstruct-
ing and presenting the completed work in a comprehensible 
manner, primarily through textual descriptions. This fulfil-

ment is assessed through the analysis of the generated content 
in addition to the investigated events. 

In summary, during the semester, students created 1954 
tickets for their projects, to which they attached 4326 com-
ments. In the specialized project designed for seeking support, 
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owners, with the other roles having similar activity levels. 
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they requested help in 156 cases, appending a total of 148 
comments. 

For the analysis of added textual content, we examined the 
length of content formulated in tickets and their associated 
comments. If the text is short, it can be assumed that it doesn't 
carry valuable information, and merely reviewing tickets and 
comments wouldn't yield more comprehensive insights into 
the workflow. The characteristics of log entries with content 
can be observed in Fig. 7. 

Throughout the semester, students provided insights into 
their achieved results in four reports corresponding to each 
phase. The submitted texts underwent dictionary-based senti-
ment analysis. In the first phase, students exhibited a positive 
attitude towards the task, with relatively high variability. In 
the second phase, the average sentiment measured in the re-
ports slightly declined, with decreasing variability. This trend 
continued in the third and fourth phases. Given the challeng-
ing nature of the tasks in the fourth phase, one might expect a 
further decrease in the observed sentiment in the reports. 

However, the analysis did not indicate this, although there was 
a slight increase in variability. The results are summarized in 
Fig. 8. 

The ticketing system is fundamentally designed to facilitate 
collaboration, making it suitable for successful application of 
network analysis tools. Since the five-member teams only 
worked within their own projects and the support project, we 
cannot speak of the emergence of a larger network. In terms 
of the entire ticketing system, the relationship graph is not 
connected. We consider two users to have a connection if they 
collaborated related to the same ticket. Within the project, the 
maximum achievable degree is equal to the team's size. As 
team sizes vary, the achieved degree is divided by the team 
size, resulting in a corrected degree. As shown in Fig. 9, half 

of the students worked together with all their teammates, but 
more than 10% left no trace of collaboration within the tick-
eting system. This could either have taken place on an external 
platform or not at all.  

Network analysis can provide an additional dimension to 
characterize the roles. Consider Fig. 10, where we can observe 

the average weighted degrees calculated based on the connec-
tions established between the different roles. The figure shows 
which role collaborations were prominent: marketers typi-
cally collaborated with content owner role users, while devel-
opers collaborated with data managers. 

One of the primary goals of this research is to propose a 
method for objectively grading the work of the students. This 
does not simply consist of evaluating the results as grades 

should reflect the management of the ticketing system and the 
whole process as well. During the examined semester, the 
metrics of the ticketing system played a marginal role in de-
termining the points for this aspect. Due to the lack of bench-
marking data, instructors primarily evaluated students' perfor-
mance subjectively. Therefore, the grades assigned during the 
semester are not directly suitable for building a grading 
model. The distribution of points for the ticketing system 
management is skewed to the right (Fig. 11). This distribution 
shape can be attributed to the pilot nature of the course evalu-
ation and the lack of previous experience (as it was the first 
year of the course). Evaluators might have leaned towards as-
signing more favourable scores to the students. In terms of the 
other components of the points, it can be said that while the 
distribution of points for assignments is closer to normal, the  
points for reports and particularly for teamwork are signifi-
cantly high.  

Improving the grading system requires an understanding of 
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the second phase, the average sentiment measured in the re-
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ing nature of the tasks in the fourth phase, one might expect a 
further decrease in the observed sentiment in the reports. 

However, the analysis did not indicate this, although there was 
a slight increase in variability. The results are summarized in 
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characterize the roles. Consider Fig. 10, where we can observe 

the average weighted degrees calculated based on the connec-
tions established between the different roles. The figure shows 
which role collaborations were prominent: marketers typi-
cally collaborated with content owner role users, while devel-
opers collaborated with data managers. 

One of the primary goals of this research is to propose a 
method for objectively grading the work of the students. This 
does not simply consist of evaluating the results as grades 

should reflect the management of the ticketing system and the 
whole process as well. During the examined semester, the 
metrics of the ticketing system played a marginal role in de-
termining the points for this aspect. Due to the lack of bench-
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the details of the current subjective scoring. Fig. 12 shows the 
correlation matrix of our score variables and some of the 
measurements of the ticketing system. The total project score 
(total points) of the students has rather strong correlation with 
the cumulative grade point average (CGPA) from other 
courses, thus it is most likely that the subjective scoring man-
aged to match the skill and effort of the students. 

The correlation between the partial scores (ticketing points, 
assignment points, report points, team points) is relatively 
high as well, with the sole exception of the team points, since 
the other three focused on the individual. This means that even 
though these parts were graded separately both the quality of 
the work and the evaluation of the teachers stayed consistent. 

The ticketing measurements are definitely not independent. 
The strongest connection is between the number of days a stu-
dent was active on in the ticketing system (active days) and 
the events they generated in the system during this time 
(eventcount). These also have relatively strong correlations 
with the strength of the connection between the team members 
(weighted_degree). This variable was calculated based on the 
number of events which could be connected to other team 
members (e.g.: direct mentions, posts in the same task etc.) 
and the value was weighted based on the size of the team. It 
is important to note that this variable could be misleading as 
of course the ticketing system was not the only platform of 
communication between team members. The total length of 
text content created by a user (contentlength) and total time 
they reported spending on their tasks (trackedtime) on the 
other hand are only weakly related to the other variables. This 

seems reasonable as these are the only two variables which do 
not increase naturally the more granulated the activity is. 

Comparing the scores with the measurements, it is natural 
that the ticketing point has the strongest correlation with each. 
The assignment point is close second, thus the better someone 
managed to keep track of their work, the more likely they 
managed to finish their tasks in time. The reports are similar 
as the more actual effort was put into the project the easier it 
is to write a good report about it. The measurements have very 
little connection with the team points, since these variables 
measure the continuous activity, while team points were only 
awarded for the completion of the tasks. 

VII. DISCUSSION 
We showed that the scoring system led to results which cor-

relate with the students’ grades from other courses. Thus, it is 
safe to assume that the results of the subjective scoring 
method represent the skill level and effort of the individuals. 
So, the decision-making process of the teachers is correct, and 
an objective approach can be implemented by finding the 
driving factors behind their decisions. 

Based on the correlation matrix of the scores and the meas-
ured variables we can conclude that the teachers granted 
higher scores for more granulated activities and were less in-
fluenced by the total length of the content or the total time 
tracked. 

The overall activity patterns of the students seem to be sim-
ilar along the roles (with the exception of the administrator), 
even though they have vastly different tasks. This indicates 
that the team members tend to work together, and they are also 
influenced by each other's habits. However, the activity and 
behaviour of the individual roles tends to differ significantly, 
but the current measurements cannot show these differences. 
The GitHub activity of the developers was not included, nor 
did we consider the attached images. For example, the content 
owners usually work with screenshots and design plans, while 
the marketing tends to create documents in which they collect 
their findings. Thus, appropriate, automated scoring requires 
either the inclusion of different types of measurements or the 
targets for each role must be set separately. The data from ver-
sion control systems may contain valuable additions for un-
derstanding the behavior of the developer and data manager 
roles, as highlighted by related studies [27], [28]. 

The event count and granularity along with the stored con-
tent allows us to examine the work process and team dynamic 
of the students. It is clearly visible what steps the students in 
different roles took to produce results which satisfy the re-
quirements set by their tasks. The medians of these role-
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the marketing tends to create documents in which they collect 
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of course the ticketing system was not the only platform of 
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not increase naturally the more granulated the activity is. 
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they requested help in 156 cases, appending a total of 148 
comments. 

For the analysis of added textual content, we examined the 
length of content formulated in tickets and their associated 
comments. If the text is short, it can be assumed that it doesn't 
carry valuable information, and merely reviewing tickets and 
comments wouldn't yield more comprehensive insights into 
the workflow. The characteristics of log entries with content 
can be observed in Fig. 7. 

Throughout the semester, students provided insights into 
their achieved results in four reports corresponding to each 
phase. The submitted texts underwent dictionary-based senti-
ment analysis. In the first phase, students exhibited a positive 
attitude towards the task, with relatively high variability. In 
the second phase, the average sentiment measured in the re-
ports slightly declined, with decreasing variability. This trend 
continued in the third and fourth phases. Given the challeng-
ing nature of the tasks in the fourth phase, one might expect a 
further decrease in the observed sentiment in the reports. 

However, the analysis did not indicate this, although there was 
a slight increase in variability. The results are summarized in 
Fig. 8. 

The ticketing system is fundamentally designed to facilitate 
collaboration, making it suitable for successful application of 
network analysis tools. Since the five-member teams only 
worked within their own projects and the support project, we 
cannot speak of the emergence of a larger network. In terms 
of the entire ticketing system, the relationship graph is not 
connected. We consider two users to have a connection if they 
collaborated related to the same ticket. Within the project, the 
maximum achievable degree is equal to the team's size. As 
team sizes vary, the achieved degree is divided by the team 
size, resulting in a corrected degree. As shown in Fig. 9, half 

of the students worked together with all their teammates, but 
more than 10% left no trace of collaboration within the tick-
eting system. This could either have taken place on an external 
platform or not at all.  

Network analysis can provide an additional dimension to 
characterize the roles. Consider Fig. 10, where we can observe 

the average weighted degrees calculated based on the connec-
tions established between the different roles. The figure shows 
which role collaborations were prominent: marketers typi-
cally collaborated with content owner role users, while devel-
opers collaborated with data managers. 

One of the primary goals of this research is to propose a 
method for objectively grading the work of the students. This 
does not simply consist of evaluating the results as grades 

should reflect the management of the ticketing system and the 
whole process as well. During the examined semester, the 
metrics of the ticketing system played a marginal role in de-
termining the points for this aspect. Due to the lack of bench-
marking data, instructors primarily evaluated students' perfor-
mance subjectively. Therefore, the grades assigned during the 
semester are not directly suitable for building a grading 
model. The distribution of points for the ticketing system 
management is skewed to the right (Fig. 11). This distribution 
shape can be attributed to the pilot nature of the course evalu-
ation and the lack of previous experience (as it was the first 
year of the course). Evaluators might have leaned towards as-
signing more favourable scores to the students. In terms of the 
other components of the points, it can be said that while the 
distribution of points for assignments is closer to normal, the  
points for reports and particularly for teamwork are signifi-
cantly high.  

Improving the grading system requires an understanding of 

 
Fig. 7.  Textual content added by roles and overall, including ticket 
descriptions, comments, and text content from attached files. 

 

 
Fig. 8.  Results of sentiment analysis of performance reports by 
students for each project phase. 

 

 
Fig. 9.  Frequency of students with degrees corrected for team 
size. Nearly half of the students did not communicate with every 
teammate. 

 
Fig. 10.  Median of weighted degree between roles, based on the 
frequency of communication and collaboration. 

the details of the current subjective scoring. Fig. 12 shows the 
correlation matrix of our score variables and some of the 
measurements of the ticketing system. The total project score 
(total points) of the students has rather strong correlation with 
the cumulative grade point average (CGPA) from other 
courses, thus it is most likely that the subjective scoring man-
aged to match the skill and effort of the students. 

The correlation between the partial scores (ticketing points, 
assignment points, report points, team points) is relatively 
high as well, with the sole exception of the team points, since 
the other three focused on the individual. This means that even 
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specific measurements can be used as a benchmark for the ob-
jective scoring limits in the next iteration of the course. 

The course aims to prepare students for real-life scenarios 
where continuous work is expected. However, even the most 
prominent students tend to leave tasks to the last minute. This 
behaviour has a negative effect in the long term: tasks tend to 
pile up, overtime is often needed to meet deadlines, stress and 
lack of regularity results in health issues and usually leads to 
burnout. In terms of the course the teammates (especially the 
administrator) can end up in situations which are difficult to 
handle, since they might need someone else’s work finished 
to start their own. Even though teaching students how to han-
dle these kinds of conflicts is part of the course, reducing their 
numbers would still be beneficial. Thus, the new formative 
grading system should include aspects which reward continu-
ous work and sanction the procrastination mentality. 

To address the procrastination behaviour of the students, 
the ticketing system points can be spread out into weekly 
scores. The timestamps would already support this approach, 
but continuous feedback on whether the weekly input of 
someone was satisfactory or not could help with the motiva-
tion as well. Smaller blocks of scoring are also easier to auto-
mate, as students have a better understanding of their results, 
and it is easier for them to argue about it. This can either lead 
to the students’ better understanding of their mistakes and 
overall improvement of their performance, or we could realize 
a potential mistake in the way the scores are calculated. 
Thanks to the steady workload, the activity of the students will 
be naturally granulated. Thus, they have more time to reflect 
on their decisions or to improve on a good idea. So, they will 
automatically focus on aspects which were rewarded by the 
subjective scoring of the teachers. 

The use of a ticketing system is beneficial for trainers be-
cause it can provide a good picture of the actual value added 
by students working in a team, but this is only a side benefit: 
its main purpose is to facilitate productivity and communica-
tion. Thus, network characteristics are explicitly recom-
mended to be considered and rewarded. Working in a group 
can have a positive influence on the performance of the indi-
vidual, as people tend to push each other further. Based on the 
final projects and reports we assume that most teams worked 
together well, and members used different methods to com-
municate with each other constantly. However, students who 
had a higher weighted degree, that is those who communi-
cated through the ticketing system as well, achieved higher 
scores. It is likely that having the communication documented 
exerted pressure on people to do a good job with their tasks, 
since having multiple unanswered comments and notices 
from other team members in a phase made it clear who was 
slacking. So, the more access instructors have to project re-
lated communication, the less likely it is that someone holds 
back the team. 

So simply making the related communication visible for a 
figure of authority could improve overall performance. To ad-
dress this issue in the next iteration of the course, we intend to 
provide a communication platform – preferably with tran-
script enabled VoIP options – which the teachers could access 
as well. By explaining to the students that this can help them 
in case of conflicts or if they forget to document important 
information in the ticketing system, we hope to turn this plat-
form into their preferred tool without making it a requirement. 

The success of data collection can be crucial for conducting 
other studies aimed at studying behavior. For example, if the 
system is completely transparent, it opens up the possibility 
for the application of peer grading [2], as well as for studying 
the confirmed interaction between emerging de facto leader-
ship roles and team performance [31]. As observed, the tick-
eting system enables tracking of who most frequently dele-
gates tasks, communicates with others, or resolves problems 
themselves, which can lead to insights about the leadership 
style of the administrator role and its impact on team dynam-
ics. 

It is important to reduce the chance of conflict in the teams, 
since this kind of project requires creativity, and it works best 
when participants get into a flow state while working, which 
is significantly easier if they like the tasks. The reports 
showed a relatively positive attitude from the students 
throughout the semester. In a real work environment, the en-
thusiasm tends to drop by the end of the project, since by that 
time the creative processes are usually overtaken by the tedi-
ous final tasks. However, a real “passion project” brings sat-
isfaction with every single step. We aim to create a learning 
environment in which students can experience this kind of 
feeling of success. 

A flexible system is necessary as students’ creativity should 
not be hindered by it in such a project course. Gamification 
and GBAF are great tools to include limitations while not re-
ducing the enthusiasm of the participants [10]. The kind of 
role-playing aspect of the course can already be considered a 
type of gamification, but including challenges and competi-
tions between teams could further improve the experience. 
The current course wraps up with the team presentations at the 
end of the last phase. Next time, we will give the teams an 
opportunity to vote for the best projects after everyone fin-
ished. Not only will we provide extra points for the teams with 
the most votes, we will also honor those who managed to vote 
for the best teams, since judging the quality of someone else's 
project is an important skill to develop as well. This feature 
could be implemented after the closure of the former phases 
as well. 

VIII. CONCLUSION 
We examined the data collected in the ticketing system 

throughout the semester of our experimental, group project 
course with the aim of rethinking the scoring system and over-
all improvement of the course material. It can be concluded 
that the ticketing system database can be a good starting point 
for the development of an objective scoring system, but fur-
ther steps are needed to measure real activity. Objective scores 
have a better chance of being suitable for automated evalua-
tion with the help of custom developed plugins. So not only 
are they fairer, but they can also reduce the workload of the 
teachers, who can use this additional capacity to personalize 
support for the teams. 

Based on our findings, we have made the following recom-
mendations to improve the course: 

- The median of event count and granularity can be used 
as a benchmark for objective scoring limits, but the 
ticketing system points should also be granted sepa-
rately for every week to discourage procrastination. 

- Including a built-in platform for project related com-
munication and emphasizing the importance of 

specific measurements can be used as a benchmark for the ob-
jective scoring limits in the next iteration of the course. 

The course aims to prepare students for real-life scenarios 
where continuous work is expected. However, even the most 
prominent students tend to leave tasks to the last minute. This 
behaviour has a negative effect in the long term: tasks tend to 
pile up, overtime is often needed to meet deadlines, stress and 
lack of regularity results in health issues and usually leads to 
burnout. In terms of the course the teammates (especially the 
administrator) can end up in situations which are difficult to 
handle, since they might need someone else’s work finished 
to start their own. Even though teaching students how to han-
dle these kinds of conflicts is part of the course, reducing their 
numbers would still be beneficial. Thus, the new formative 
grading system should include aspects which reward continu-

 
To address the procrastination behaviour of the students, 
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scores. It is likely that having the communication documented 
exerted pressure on people to do a good job with their tasks, 
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as well. By explaining to the students that this can help them 
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role-playing aspect of the course can already be considered a 
type of gamification, but including challenges and competi-
tions between teams could further improve the experience. 
The current course wraps up with the team presentations at the 
end of the last phase. Next time, we will give the teams an 
opportunity to vote for the best projects after everyone fin-
ished. Not only will we provide extra points for the teams with 
the most votes, we will also honor those who managed to vote 
for the best teams, since judging the quality of someone else's 
project is an important skill to develop as well. This feature 
could be implemented after the closure of the former phases 
as well. 
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feeling of success. 
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tions between teams could further improve the experience. 
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opportunity to vote for the best projects after everyone fin-
ished. Not only will we provide extra points for the teams with 
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mendations to improve the course: 
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ticketing system points should also be granted sepa-
rately for every week to discourage procrastination. 
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the details of the current subjective scoring. Fig. 12 shows the 
correlation matrix of our score variables and some of the 
measurements of the ticketing system. The total project score 
(total points) of the students has rather strong correlation with 
the cumulative grade point average (CGPA) from other 
courses, thus it is most likely that the subjective scoring man-
aged to match the skill and effort of the students. 

The correlation between the partial scores (ticketing points, 
assignment points, report points, team points) is relatively 
high as well, with the sole exception of the team points, since 
the other three focused on the individual. This means that even 
though these parts were graded separately both the quality of 
the work and the evaluation of the teachers stayed consistent. 

The ticketing measurements are definitely not independent. 
The strongest connection is between the number of days a stu-
dent was active on in the ticketing system (active days) and 
the events they generated in the system during this time 
(eventcount). These also have relatively strong correlations 
with the strength of the connection between the team members 
(weighted_degree). This variable was calculated based on the 
number of events which could be connected to other team 
members (e.g.: direct mentions, posts in the same task etc.) 
and the value was weighted based on the size of the team. It 
is important to note that this variable could be misleading as 
of course the ticketing system was not the only platform of 
communication between team members. The total length of 
text content created by a user (contentlength) and total time 
they reported spending on their tasks (trackedtime) on the 
other hand are only weakly related to the other variables. This 

seems reasonable as these are the only two variables which do 
not increase naturally the more granulated the activity is. 

Comparing the scores with the measurements, it is natural 
that the ticketing point has the strongest correlation with each. 
The assignment point is close second, thus the better someone 
managed to keep track of their work, the more likely they 
managed to finish their tasks in time. The reports are similar 
as the more actual effort was put into the project the easier it 
is to write a good report about it. The measurements have very 
little connection with the team points, since these variables 
measure the continuous activity, while team points were only 
awarded for the completion of the tasks. 

VII. DISCUSSION 
We showed that the scoring system led to results which cor-

relate with the students’ grades from other courses. Thus, it is 
safe to assume that the results of the subjective scoring 
method represent the skill level and effort of the individuals. 
So, the decision-making process of the teachers is correct, and 
an objective approach can be implemented by finding the 
driving factors behind their decisions. 

Based on the correlation matrix of the scores and the meas-
ured variables we can conclude that the teachers granted 
higher scores for more granulated activities and were less in-
fluenced by the total length of the content or the total time 
tracked. 

The overall activity patterns of the students seem to be sim-
ilar along the roles (with the exception of the administrator), 
even though they have vastly different tasks. This indicates 
that the team members tend to work together, and they are also 
influenced by each other's habits. However, the activity and 
behaviour of the individual roles tends to differ significantly, 
but the current measurements cannot show these differences. 
The GitHub activity of the developers was not included, nor 
did we consider the attached images. For example, the content 
owners usually work with screenshots and design plans, while 
the marketing tends to create documents in which they collect 
their findings. Thus, appropriate, automated scoring requires 
either the inclusion of different types of measurements or the 
targets for each role must be set separately. The data from ver-
sion control systems may contain valuable additions for un-
derstanding the behavior of the developer and data manager 
roles, as highlighted by related studies [27], [28]. 

The event count and granularity along with the stored con-
tent allows us to examine the work process and team dynamic 
of the students. It is clearly visible what steps the students in 
different roles took to produce results which satisfy the re-
quirements set by their tasks. The medians of these role-

 
Fig, 12. The correlation between the C GPA, total points received 
during the project course, the components of these points, and the ex-
tracted indicators. 
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Fig. 11.  Frequency of points for individual and team performance, detailing points given for report, ticketing, assignment, and team contributions 
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specific measurements can be used as a benchmark for the ob-
jective scoring limits in the next iteration of the course. 

The course aims to prepare students for real-life scenarios 
where continuous work is expected. However, even the most 
prominent students tend to leave tasks to the last minute. This 
behaviour has a negative effect in the long term: tasks tend to 
pile up, overtime is often needed to meet deadlines, stress and 
lack of regularity results in health issues and usually leads to 
burnout. In terms of the course the teammates (especially the 
administrator) can end up in situations which are difficult to 
handle, since they might need someone else’s work finished 
to start their own. Even though teaching students how to han-
dle these kinds of conflicts is part of the course, reducing their 
numbers would still be beneficial. Thus, the new formative 
grading system should include aspects which reward continu-
ous work and sanction the procrastination mentality. 

To address the procrastination behaviour of the students, 
the ticketing system points can be spread out into weekly 
scores. The timestamps would already support this approach, 
but continuous feedback on whether the weekly input of 
someone was satisfactory or not could help with the motiva-
tion as well. Smaller blocks of scoring are also easier to auto-
mate, as students have a better understanding of their results, 
and it is easier for them to argue about it. This can either lead 
to the students’ better understanding of their mistakes and 
overall improvement of their performance, or we could realize 
a potential mistake in the way the scores are calculated. 
Thanks to the steady workload, the activity of the students will 
be naturally granulated. Thus, they have more time to reflect 
on their decisions or to improve on a good idea. So, they will 
automatically focus on aspects which were rewarded by the 
subjective scoring of the teachers. 

The use of a ticketing system is beneficial for trainers be-
cause it can provide a good picture of the actual value added 
by students working in a team, but this is only a side benefit: 
its main purpose is to facilitate productivity and communica-
tion. Thus, network characteristics are explicitly recom-
mended to be considered and rewarded. Working in a group 
can have a positive influence on the performance of the indi-
vidual, as people tend to push each other further. Based on the 
final projects and reports we assume that most teams worked 
together well, and members used different methods to com-
municate with each other constantly. However, students who 
had a higher weighted degree, that is those who communi-
cated through the ticketing system as well, achieved higher 
scores. It is likely that having the communication documented 
exerted pressure on people to do a good job with their tasks, 
since having multiple unanswered comments and notices 
from other team members in a phase made it clear who was 
slacking. So, the more access instructors have to project re-
lated communication, the less likely it is that someone holds 
back the team. 

So simply making the related communication visible for a 
figure of authority could improve overall performance. To ad-
dress this issue in the next iteration of the course, we intend to 
provide a communication platform – preferably with tran-
script enabled VoIP options – which the teachers could access 
as well. By explaining to the students that this can help them 
in case of conflicts or if they forget to document important 
information in the ticketing system, we hope to turn this plat-
form into their preferred tool without making it a requirement. 

The success of data collection can be crucial for conducting 
other studies aimed at studying behavior. For example, if the 
system is completely transparent, it opens up the possibility 
for the application of peer grading [2], as well as for studying 
the confirmed interaction between emerging de facto leader-
ship roles and team performance [31]. As observed, the tick-
eting system enables tracking of who most frequently dele-
gates tasks, communicates with others, or resolves problems 
themselves, which can lead to insights about the leadership 
style of the administrator role and its impact on team dynam-
ics. 

It is important to reduce the chance of conflict in the teams, 
since this kind of project requires creativity, and it works best 
when participants get into a flow state while working, which 
is significantly easier if they like the tasks. The reports 
showed a relatively positive attitude from the students 
throughout the semester. In a real work environment, the en-
thusiasm tends to drop by the end of the project, since by that 
time the creative processes are usually overtaken by the tedi-
ous final tasks. However, a real “passion project” brings sat-
isfaction with every single step. We aim to create a learning 
environment in which students can experience this kind of 
feeling of success. 

A flexible system is necessary as students’ creativity should 
not be hindered by it in such a project course. Gamification 
and GBAF are great tools to include limitations while not re-
ducing the enthusiasm of the participants [10]. The kind of 
role-playing aspect of the course can already be considered a 
type of gamification, but including challenges and competi-
tions between teams could further improve the experience. 
The current course wraps up with the team presentations at the 
end of the last phase. Next time, we will give the teams an 
opportunity to vote for the best projects after everyone fin-
ished. Not only will we provide extra points for the teams with 
the most votes, we will also honor those who managed to vote 
for the best teams, since judging the quality of someone else's 
project is an important skill to develop as well. This feature 
could be implemented after the closure of the former phases 
as well. 

VIII. CONCLUSION 
We examined the data collected in the ticketing system 

throughout the semester of our experimental, group project 
course with the aim of rethinking the scoring system and over-
all improvement of the course material. It can be concluded 
that the ticketing system database can be a good starting point 
for the development of an objective scoring system, but fur-
ther steps are needed to measure real activity. Objective scores 
have a better chance of being suitable for automated evalua-
tion with the help of custom developed plugins. So not only 
are they fairer, but they can also reduce the workload of the 
teachers, who can use this additional capacity to personalize 
support for the teams. 

Based on our findings, we have made the following recom-
mendations to improve the course: 

- The median of event count and granularity can be used 
as a benchmark for objective scoring limits, but the 
ticketing system points should also be granted sepa-
rately for every week to discourage procrastination. 

- Including a built-in platform for project related com-
munication and emphasizing the importance of 
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together well, and members used different methods to com-
municate with each other constantly. However, students who 
had a higher weighted degree, that is those who communi-
cated through the ticketing system as well, achieved higher 
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since having multiple unanswered comments and notices 
from other team members in a phase made it clear who was 
slacking. So, the more access instructors have to project re-
lated communication, the less likely it is that someone holds 
back the team. 

So simply making the related communication visible for a 
figure of authority could improve overall performance. To ad-
dress this issue in the next iteration of the course, we intend to 
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script enabled VoIP options – which the teachers could access 
as well. By explaining to the students that this can help them 
in case of conflicts or if they forget to document important 
information in the ticketing system, we hope to turn this plat-
form into their preferred tool without making it a requirement. 

The success of data collection can be crucial for conducting 
other studies aimed at studying behavior. For example, if the 
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for the application of peer grading [2], as well as for studying 
the confirmed interaction between emerging de facto leader-
ship roles and team performance [31]. As observed, the tick-
eting system enables tracking of who most frequently dele-
gates tasks, communicates with others, or resolves problems 
themselves, which can lead to insights about the leadership 
style of the administrator role and its impact on team dynam-
ics. 

It is important to reduce the chance of conflict in the teams, 
since this kind of project requires creativity, and it works best 
when participants get into a flow state while working, which 
is significantly easier if they like the tasks. The reports 
showed a relatively positive attitude from the students 
throughout the semester. In a real work environment, the en-
thusiasm tends to drop by the end of the project, since by that 
time the creative processes are usually overtaken by the tedi-
ous final tasks. However, a real “passion project” brings sat-
isfaction with every single step. We aim to create a learning 
environment in which students can experience this kind of 
feeling of success. 

A flexible system is necessary as students’ creativity should 
not be hindered by it in such a project course. Gamification 
and GBAF are great tools to include limitations while not re-
ducing the enthusiasm of the participants [10]. The kind of 
role-playing aspect of the course can already be considered a 
type of gamification, but including challenges and competi-
tions between teams could further improve the experience. 
The current course wraps up with the team presentations at the 
end of the last phase. Next time, we will give the teams an 
opportunity to vote for the best projects after everyone fin-
ished. Not only will we provide extra points for the teams with 
the most votes, we will also honor those who managed to vote 
for the best teams, since judging the quality of someone else's 
project is an important skill to develop as well. This feature 
could be implemented after the closure of the former phases 
as well. 

VIII. CONCLUSION 
We examined the data collected in the ticketing system 

throughout the semester of our experimental, group project 
course with the aim of rethinking the scoring system and over-
all improvement of the course material. It can be concluded 
that the ticketing system database can be a good starting point 
for the development of an objective scoring system, but fur-
ther steps are needed to measure real activity. Objective scores 
have a better chance of being suitable for automated evalua-
tion with the help of custom developed plugins. So not only 
are they fairer, but they can also reduce the workload of the 
teachers, who can use this additional capacity to personalize 
support for the teams. 

Based on our findings, we have made the following recom-
mendations to improve the course: 

- The median of event count and granularity can be used 
as a benchmark for objective scoring limits, but the 
ticketing system points should also be granted sepa-
rately for every week to discourage procrastination. 

- Including a built-in platform for project related com-
munication and emphasizing the importance of 

documenting thought processes can further improve 
transparency and allows better feedback from the in-
structors. 

- Introducing competition through gamification can sig-
nificantly improve engagement while also providing 
an incentive for students to familiarize themselves 
with the work and ideas of other teams. 

Overall, after the next iteration of the course data from both 
approaches will be available, and it will be possible to com-
pare the results. However, right now the positive influence of 
the above changes is yet to be verified, and they might intro-
duce loopholes. Since the current subjective scoring produced 
acceptable results, we only plan to base about half of the point 
on objective – hopefully automatically calculated – criteria. 
The rest will allow us to be flexible and compensate for any 
unintended effect. The development process of this course 
will most likely see many more iterations, but the more data 
is collected, the better, statistically verified improvements can 
be made. 
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 
Abstract— This paper presents an extended model to address 

complicated project scheduling challenges, which deals with 
diverse resources, projects, and tasks characterized by unique 
attributes, interdependencies, and constraints. Moreover, the 
model can accommodate a variable system of various objective 
functions, whose elements can include customized optimization 
direction and priority value. To tackle these extended problems, 
we define an optimization model and apply a novel decision-
making framework, which integrates metaheuristic search 
strategies, constructive algorithms, and multi-objective relative 
comparison models. Measurements were executed on created 
multi-objective resource-constrained multi-project scheduling to 
evaluate the performance of the proposed method. A new test 
problem containing 20 projects has been developed. The J30 series 
from the PSLIB benchmark set were utilized and we defined 
deadlines for selected projects. During the tests, 6 objective 
functions were investigated. The priorities of these objective 
functions were adjusted prior to each examination. In this paper 
the results of these performance tests are summarized. The 
obtained results demonstrate that the proposed method is 
effectively capable of solving multi-objective, multi-project 
scheduling problems. 
 

Index Terms — Resource Constrained Project Scheduling 
(RCPSP), Many Objective Search Method (MOSM) 
 

I. INTRODUCTION 
ROJECT SCHEDULING is a crucial aspect of managing various 
systems and environments, as evidenced by numerous 

review papers available on the subject. Based on these reviews, 
we identified the resource-constrained project scheduling 
problem (RCPSP) as a suitable starting model for our 
investigation. The first optimization model for RCPSP was 
introduced by Pritsker in [1]. RCPSP problem proved as an NP-
hard problem was done by Blazewicz at all. [2]. 

In the literature, several survey papers on RCPSP have been 
published, for example [3],[4], and [5]. Even though the 
original RCPSP model has been known for a relatively long 
time and it is sufficiently powerful for many cases, the practical 
applications require further extensions. An updated overview of 
various extensions of RCPSP model [6]categorized the model 
variants using the following main aspects: generalization of the 
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activity, alternative precedence constraints and network 
characteristics, and consideration of multiple projects [6].  

Our model simultaneously addresses two primary extension 
categories: multiple objectives and multiple projects. When 
optimization problems involve more than three objectives, they 
are often termed many-objective optimization problems by 
researchers [7]. The literature includes methods for addressing 
multiple objective functions concurrently [8]. 

To solve multi-objective or many-objective project 
scheduling problems three main patterns have been widely used 
by researchers: application of a weighted combination of 
objective functions, Pareto-efficiency and ordered objectives. 
Combination of minimization of makespan and costs is applied 
by Dai et al. [9] and by Schnabel et al. [10]. Considering 
optimization on individual project level and combined project 
portfolio level has been presented [11]. Pareto-efficiency 
considers a few objective functions as the main driver for the 
key performance indicators. Tabrizi defined two objectives; 
first is the combination of project completion time and due date, 
and the second one is called the ecological impact of orders 
[12]. Dridi et al. consider makespan and cost minimization 
related to renewable resources [13]. 

Many researchers propose new models and algorithms to 
solve different industrial optimization problems. This category 
includes, for example, vehicle routing [14], workload control 
[15], process control [16], worker assignment [17], project 
progress evaluation [18], layout optimization [19], supply chain 
optimization [20], indoor access point networks [21], 
encryption [22], process mining [23],  production planning 
[24], production scheduling [25], and many other problems. 

Several heuristics have been proposed to solve the RCPSP, 
classified into three main groups: single-pass heuristics, multi-
pass heuristics, and metaheuristics. Single-pass and multi-pass 
heuristics quickly generate feasible schedules using serial and 
parallel schedule generation schemes (GS) with various priority 
rules. Metaheuristics, such as genetic algorithms, simulated 
annealing, tabu search, artificial immune algorithms, particle 
swarm optimization, bee colony optimization, and ant colony 
optimization, employ more complex algorithms to thoroughly 
explore the solution space. While metaheuristics can find high-
quality solutions, they typically require more computing time. 
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Abstract— This paper presents an extended model to address 

complicated project scheduling challenges, which deals with 
diverse resources, projects, and tasks characterized by unique 
attributes, interdependencies, and constraints. Moreover, the 
model can accommodate a variable system of various objective 
functions, whose elements can include customized optimization 
direction and priority value. To tackle these extended problems, 
we define an optimization model and apply a novel decision-
making framework, which integrates metaheuristic search 
strategies, constructive algorithms, and multi-objective relative 
comparison models. Measurements were executed on created 
multi-objective resource-constrained multi-project scheduling to 
evaluate the performance of the proposed method. A new test 
problem containing 20 projects has been developed. The J30 series 
from the PSLIB benchmark set were utilized and we defined 
deadlines for selected projects. During the tests, 6 objective 
functions were investigated. The priorities of these objective 
functions were adjusted prior to each examination. In this paper 
the results of these performance tests are summarized. The 
obtained results demonstrate that the proposed method is 
effectively capable of solving multi-objective, multi-project 
scheduling problems. 
 

Index Terms — Resource Constrained Project Scheduling 
(RCPSP), Many Objective Search Method (MOSM) 
 

I. INTRODUCTION 
ROJECT SCHEDULING is a crucial aspect of managing various 
systems and environments, as evidenced by numerous 

review papers available on the subject. Based on these reviews, 
we identified the resource-constrained project scheduling 
problem (RCPSP) as a suitable starting model for our 
investigation. The first optimization model for RCPSP was 
introduced by Pritsker in [1]. RCPSP problem proved as an NP-
hard problem was done by Blazewicz at all. [2]. 

In the literature, several survey papers on RCPSP have been 
published, for example [3],[4], and [5]. Even though the 
original RCPSP model has been known for a relatively long 
time and it is sufficiently powerful for many cases, the practical 
applications require further extensions. An updated overview of 
various extensions of RCPSP model [6]categorized the model 
variants using the following main aspects: generalization of the 
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activity, alternative precedence constraints and network 
characteristics, and consideration of multiple projects [6].  

Our model simultaneously addresses two primary extension 
categories: multiple objectives and multiple projects. When 
optimization problems involve more than three objectives, they 
are often termed many-objective optimization problems by 
researchers [7]. The literature includes methods for addressing 
multiple objective functions concurrently [8]. 

To solve multi-objective or many-objective project 
scheduling problems three main patterns have been widely used 
by researchers: application of a weighted combination of 
objective functions, Pareto-efficiency and ordered objectives. 
Combination of minimization of makespan and costs is applied 
by Dai et al. [9] and by Schnabel et al. [10]. Considering 
optimization on individual project level and combined project 
portfolio level has been presented [11]. Pareto-efficiency 
considers a few objective functions as the main driver for the 
key performance indicators. Tabrizi defined two objectives; 
first is the combination of project completion time and due date, 
and the second one is called the ecological impact of orders 
[12]. Dridi et al. consider makespan and cost minimization 
related to renewable resources [13]. 

Many researchers propose new models and algorithms to 
solve different industrial optimization problems. This category 
includes, for example, vehicle routing [14], workload control 
[15], process control [16], worker assignment [17], project 
progress evaluation [18], layout optimization [19], supply chain 
optimization [20], indoor access point networks [21], 
encryption [22], process mining [23],  production planning 
[24], production scheduling [25], and many other problems. 

Several heuristics have been proposed to solve the RCPSP, 
classified into three main groups: single-pass heuristics, multi-
pass heuristics, and metaheuristics. Single-pass and multi-pass 
heuristics quickly generate feasible schedules using serial and 
parallel schedule generation schemes (GS) with various priority 
rules. Metaheuristics, such as genetic algorithms, simulated 
annealing, tabu search, artificial immune algorithms, particle 
swarm optimization, bee colony optimization, and ant colony 
optimization, employ more complex algorithms to thoroughly 
explore the solution space. While metaheuristics can find high-
quality solutions, they typically require more computing time. 
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The primary objective of our research was to develop an 
extended optimization model and a decision-making 
framework for effectively solving diverse multi-objective, 
multi-project scheduling problems. In this paper, we focus on 
examining and evaluating the performance of the proposed 
solution method. To demonstrate the flexibility and 
effectiveness of the method, we present numerical results.  

The remaining part of the paper is structured as follows: 
Chapter II formulates the mathematical model, providing the 
theoretical framework for our study. Chapter III details the 
solution approach, outlining the methodologies and algorithms 
employed. Chapters IV and V present some numerical results, 
illustrating the application and validation of the models and 
methods. Finally, Chapter VI forms the conclusion, 
summarizing the key findings and addressing potential 
directions for further work. 

II. MATHEMATICAL MODEL 
The multi-project, multi-objective resource constrained 

scheduling problem is an extension of the classical Resource 
Constrained Project Scheduling problem and it is formulated as 
following: (A) Input data, (B) Indirect values calculated from 
input data, (C) Constraints for input data, (D) Primary decision 
variables, (E) Auxiliary values calculated from the primary 
decision variables, (F) Constraints for the solutions, (G) 
Objective functions. 
 
A. Input data 

The multi project scheduling problem is described with the 
input data presented in Table I. 

 
TABLE I 

INPUT DATA  

Symbol Description Definition 

P set of projects to be executed  𝑷𝑷 = {𝑝𝑝�, 𝑝𝑝�, … , 𝑝𝑝�, … , 𝑝𝑝��} 

T set of tasks to be executed  𝑻𝑻 = �𝑡𝑡�, 𝑡𝑡�, … , 𝑡𝑡�, … , 𝑡𝑡��� 
R set of available resource types  𝑹𝑹 = {𝑟𝑟�, 𝑟𝑟�, … , 𝑟𝑟�, … , 𝑟𝑟��} 
RCk the predefined maximal 

capacity of resource type 𝑟𝑟� 
 𝑅𝑅𝑅𝑅�  ∈ ℤ�

� 

rrj,k the amount of resource units 
required by task 𝑡𝑡�  from 
resource type 𝑟𝑟� 

 𝑟𝑟𝑟𝑟�,�  ∈ ℤ�
� 

ptj,k the processing time of task 𝑡𝑡�  
on the resource type 𝑟𝑟� 

 𝑝𝑝𝑡𝑡�,�  ∈ ℤ�
� 

TA set of assigned pairs of projects 
and tasks 

 𝑻𝑻𝑻𝑻 = ��𝑝𝑝�, 𝑡𝑡�� | ∀𝑡𝑡� ∈ 𝑻𝑻� 

PREj set of predecessor tasks of task 
𝑡𝑡�  

 𝑷𝑷𝑹𝑹𝑷𝑷𝒋𝒋 ⊂ 𝑻𝑻|∀𝑡𝑡𝒋𝒋 ∈ 𝑻𝑻 

TPROP set of available task arguments  𝑻𝑻𝑷𝑷𝑹𝑹𝑻𝑻𝑷𝑷 =
{𝑻𝑻𝒓𝒓𝑻𝑻𝒓𝒓𝒓𝒓𝒓𝒓, 𝑻𝑻𝒅𝒅𝑻𝑻𝒓𝒓𝒓𝒓𝒓𝒓, 

𝑻𝑻𝒑𝒑𝒓𝒓𝒓𝒓𝒑𝒑, … , 𝑻𝑻𝒑𝒑𝒓𝒓𝒑𝒑𝒑𝒑} 
TPj set of maintained properties of 

task 𝑡𝑡�  
 𝑻𝑻𝑷𝑷� = {𝑇𝑇�����,� ,
𝑇𝑇�����,�, 𝑇𝑇����,� , … , 𝑇𝑇����,�} 

PPROP set of available project 
arguments 

 𝑷𝑷𝑷𝑷𝑹𝑹𝑻𝑻𝑷𝑷 = {𝑃𝑃�����, 𝑃𝑃�����,
𝑃𝑃�����, 𝑃𝑃����, … , 𝑃𝑃����} 

PPi set of maintained properties of 
task 𝑝𝑝� 

 𝑷𝑷𝑷𝑷� = {𝑃𝑃�����,�, 𝑃𝑃�����,� ,
𝑃𝑃�����,� , 𝑃𝑃����,� , … , 𝑃𝑃����,�} 

 

B. Indirect values calculated from input data 
From input data additional data can be calculated, which 

helps to formulate constraints and objective functions in a 
condensed way. Symbols and definition of the indirect values 
are presented in Table II. 

 
TABLE II 

INPUT DATA  

Symbol Description Definition 

PTi set of tasks assigned to 
project 𝑝𝑝� 

 𝑷𝑷𝑻𝑻� = �𝑡𝑡�|  �𝑝𝑝�, 𝑡𝑡�� ∈ 𝑻𝑻𝑻𝑻� 

A set of ordered pairs of tasks 
by prerequisite definition 

 𝑻𝑻 = ��𝑡𝑡�, 𝑡𝑡����| 𝑡𝑡� ∈ 𝑻𝑻,
𝑡𝑡��� ∈ 𝑷𝑷𝑹𝑹𝑷𝑷𝒋𝒋� 

G directed graph of tasks   𝐺𝐺 = (𝑻𝑻, 𝑻𝑻) 

TP(tj,Tprop) function to get Tprop 
property of task 𝑡𝑡�  

 

PP(pi,Pprop) function to get Pprop 
property of project 𝑝𝑝� 

 

C. Constraints for input data 
Table III lists the constraints to be fulfilled by the input data. 
 

TABLE III 
CONSTRAINTS FOR INPUT DATA  

Description Definition 

Negative capacity of a resource type 
is not allowed. 

 𝑅𝑅𝑅𝑅�  ≥ 0 | ∀𝑟𝑟� ∈ R 

Negative processing time is not 
allowed. 

 𝑝𝑝𝑡𝑡�,� ≥ 0 | ∀𝑡𝑡� ∈ 𝑻𝑻 

Resource requirement cannot exceed 
the available maximum resource type 
capacity. 

 0 ≤ 𝑟𝑟𝑟𝑟�,� ≤ 𝑅𝑅𝑅𝑅�  
| ∀𝑡𝑡� ∈ 𝑻𝑻, ∀𝑟𝑟� ∈ 𝑹𝑹 

Task cannot exist without project 
assignment. 

 �𝑝𝑝�, 𝑡𝑡�� ∈ 𝑻𝑻𝑻𝑻 | ∀𝑡𝑡� ∈ 𝑻𝑻 

Task cannot be a predecessor for 
itself. 

 𝑷𝑷𝑹𝑹𝑷𝑷𝒋𝒋 ⊆ � 𝑻𝑻 ∖ �𝑡𝑡��� 

No circle is allowed in the task 
dependencies. 

Graph G shall fulfil the 
requirement of directed acyclic 
graph. 

D. Primary decision variables 
The main decision variables are the start time of the tasks. 

Symbols of decision variables are defined in Table IV. These 
values are non-negative, integer values that describes a solution 
for the problem. The application area can define the mapping 
between the integer values to applicable time units such as 
seconds, days, weeks, and tasks.  

 
TABLE IV 

PRIMARY DECISION VARIABLES 

Symbol Description Definition 

Sj start time of task 𝑡𝑡�   𝑆𝑆�  ∈ ℤ�
� 

SCH start vector representing start 
time of each task 

 𝑆𝑆𝑅𝑅𝑆𝑆 =
 (𝑆𝑆�, S�, … , S�, … , S��) 
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E. Auxiliary values calculated from the primary decision 
variables 

Additional auciliary values are defined in Table V., which 
can be calculated from the primary decision variables and the 
input data, allowing the constraints and objective functions in 
the mathematical model of the RCMOMPSP problem to be 
more simply formulated. 

TABLE V 
AUXILIARY VALUES CALCULATED FROM THE PRIMARY DECISION VARIABLES  

Symbol Description Definition 

Cj completion time of 
task 𝑡𝑡�  

 𝐶𝐶�  ∈ ℤ�
�  

Cmax maximum completion 
time of the tasks 

 𝐶𝐶��� = 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻 (𝐶𝐶�) 

RT(τ) set of running tasks at 
time τ 

 𝑹𝑹𝑻𝑻(𝜏𝜏) = �𝑡𝑡� ∈ 𝑻𝑻 �𝑆𝑆� ≤  𝜏𝜏 ≤ 𝐶𝐶�} 

λj,k(τ) indicates that task 𝑡𝑡�  is 
processed on resource 
𝑟𝑟� at time τ 

 𝜆𝜆�,�(𝜏𝜏) =

�
1, 𝑖𝑖𝑖𝑖 𝑆𝑆� ≤  τ ≤ 𝑆𝑆� + 𝑝𝑝𝑡𝑡�,�
0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒

 

RLk(τ) resource load at 𝑟𝑟� at 
time τ 

 𝑅𝑅𝑅𝑅�(𝜏𝜏) =  ∑ 𝜆𝜆�,�(𝜏𝜏) ∗ �∈𝑹𝑹𝑻𝑻(�) 𝑟𝑟𝑟𝑟�,� 

λtdelayed(i) indicates that task 𝑡𝑡�  is 
delayed 

 𝜆𝜆��������(𝑗𝑗) =

� 
1, 𝑖𝑖𝑖𝑖 𝑇𝑇𝑇𝑇�𝑡𝑡� , 𝑇𝑇������  > 0 ∧ 

𝐶𝐶� > 𝑇𝑇𝑇𝑇�𝑡𝑡�, 𝑇𝑇������
0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒

 

TL(j) task latency 𝑇𝑇𝑅𝑅(𝑗𝑗) = 𝜆𝜆��������(𝑗𝑗) *  
( 𝐶𝐶� - 𝑇𝑇𝑇𝑇�𝑡𝑡�, 𝑇𝑇������ ) 

λpdelayed(i) indicates that project 
𝑝𝑝� is delayed 

 𝜆𝜆��������(𝑖𝑖) = 
 

�
1, 𝑖𝑖𝑖𝑖 𝑇𝑇𝑇𝑇(𝑝𝑝�, 𝑇𝑇�����)  > 0 ∧

max�∈��� ({𝐶𝐶�}) > 𝑇𝑇𝑇𝑇(𝑝𝑝�, 𝑇𝑇�����)
0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒

 
 

F. Constraints for the solutions 
A schedule is a feasible solution if the constraints defined for 

the solution are not violated. The constraints are represented in 
Table VI. 
  

TABLE VI 
CONSTRAINTS FOR THE SOLUTION 

Description Definition 

A task cannot be started until all 
predecessor tasks have been completed. 

 𝑆𝑆� ≥ max���∈𝑷𝑷𝑹𝑹𝑷𝑷��{𝐶𝐶���}� 

If task has predefined release time it 
cannot be started earlier. 

 𝑆𝑆�  ≥ 𝑇𝑇𝑇𝑇�𝑡𝑡� , 𝑇𝑇������ 

If project pi has predefined release time, 
then any of the assigned tasks cannot be 
started earlier. 

 𝑆𝑆�  ≥ 𝑚𝑚𝑚𝑚𝑚𝑚���,���∈𝑻𝑻𝑻𝑻  
(𝑇𝑇𝑇𝑇(𝑝𝑝�, 𝑇𝑇�����)) 

Load of any resource type cannot exceed 
the maximum capacity of the resource 
type at any time. 

 𝑅𝑅𝑅𝑅�(𝜏𝜏) ≤ RC� |  
 ∀𝑟𝑟� ∈ 𝑹𝑹, 0 ≤ 𝜏𝜏 ≤  𝐶𝐶��� 

 

G. Objective functions 
We have designed the optimization model to find the best 

solution by simultaneously considering multiple objective 
functions. The main goal of our approach is to ensure that the 
solving method does not rely on specific information about the 
objective functions; we aim to use a general model that is 

completely independent of the actual set of objective functions. 
However, in this paper, we present six objective functions in 
Table VII. that were used in the performance measurement. 

 
TABLE VII 

OBJECTIVE FUNCTIONS 
 

Symbol Description Definition 

Lmax = 𝑖𝑖����� maximum 
lateness 

 𝑖𝑖����� = 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻 (𝑇𝑇𝑅𝑅(𝑗𝑗)) 

Tmax = 𝑖𝑖����� maximum 
tardiness 

 𝑖𝑖����� = max (0, 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻�𝑇𝑇𝑅𝑅(𝑗𝑗)�) 

Tsum = 𝑖𝑖����� sum of tardiness 
of all tasks 

 𝑖𝑖����� = ∑ (𝑇𝑇𝑅𝑅(𝑗𝑗))��𝑻𝑻  

Usum = 𝑖𝑖��� sum of tardy 
tasks 

 𝑖𝑖��� =  ∑ 𝜆𝜆��������(𝑗𝑗)�∈𝑻𝑻  

Cmax  maximum 
completion time 

 𝐶𝐶��� = 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻 (𝐶𝐶�) 

Csum  sum of  
completion time 
of all tasks 

 𝐶𝐶��� = ∑ (𝐶𝐶�)�∈𝑻𝑻  

III. SOLUTION APPROACH 
In a previous work, we proposed a hybrid method to solve 

extended scheduling problems [23]. The approach to solve 
scheduling problems consists of two main components: a 
search module and a scheduling construction module. The 
process contains three primary decision-making phases: (1) 
Establishing a priority sequence for tasks to be scheduled in 
the search module, (2) Incorporating the highest priority task 
into the schedule while accounting for resource availability and 
task requirements in the schedule generation, (3) Selecting the 
optimal schedule from a set of feasible solutions by evaluating 
each objective function concurrently. The proposed method 
was named as multi objective search method (MOSM). 

A. Search algorithm to construct priority sequence of tasks 
Inspired by the Jaya algorithm [27] and considering local 

search principles, we developed a hybrid approach to use an 
evolutionary algorithm together with local search techniques. 
This algorithm features three novelties: 

(1) A search strategy that facilitates exploration of the search 
space. (2) An enhanced procedure for generating new 
candidate members for the next generation. (3) Utilize multiple 
objective functions simultaneously with individual priorities 
and optimization directions. The pseudo-code of the developed 
MOSM algorithm is presented in Algorithm 1. Notations used 
in the pseudo-code is listed in the Table VIII. 

 
TABLE VIII 

MOSM ALGORITHM NOTATION 

Notation Description 

Mi,g Control vector of the ith candidate member of the gth 
generation containing the priority sequence of tasks. 

SC(Mi,g) The feasible schedule generated by the scheduling 
construction algorithm (SC) considering Mi,g control 
vector. 

NM Number of members in the population 

NG Number of generations 
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E. Auxiliary values calculated from the primary decision 
variables 

Additional auciliary values are defined in Table V., which 
can be calculated from the primary decision variables and the 
input data, allowing the constraints and objective functions in 
the mathematical model of the RCMOMPSP problem to be 
more simply formulated. 

TABLE V 
AUXILIARY VALUES CALCULATED FROM THE PRIMARY DECISION VARIABLES  

Symbol Description Definition 

Cj completion time of 
task 𝑡𝑡�  

 𝐶𝐶�  ∈ ℤ�
�  

Cmax maximum completion 
time of the tasks 

 𝐶𝐶��� = 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻 (𝐶𝐶�) 

RT(τ) set of running tasks at 
time τ 

 𝑹𝑹𝑻𝑻(𝜏𝜏) = �𝑡𝑡� ∈ 𝑻𝑻 �𝑆𝑆� ≤  𝜏𝜏 ≤ 𝐶𝐶�} 

λj,k(τ) indicates that task 𝑡𝑡�  is 
processed on resource 
𝑟𝑟� at time τ 

 𝜆𝜆�,�(𝜏𝜏) =

�
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F. Constraints for the solutions 
A schedule is a feasible solution if the constraints defined for 

the solution are not violated. The constraints are represented in 
Table VI. 
  

TABLE VI 
CONSTRAINTS FOR THE SOLUTION 

Description Definition 

A task cannot be started until all 
predecessor tasks have been completed. 

 𝑆𝑆� ≥ max���∈𝑷𝑷𝑹𝑹𝑷𝑷��{𝐶𝐶���}� 

If task has predefined release time it 
cannot be started earlier. 

 𝑆𝑆�  ≥ 𝑇𝑇𝑇𝑇�𝑡𝑡� , 𝑇𝑇������ 

If project pi has predefined release time, 
then any of the assigned tasks cannot be 
started earlier. 

 𝑆𝑆�  ≥ 𝑚𝑚𝑚𝑚𝑚𝑚���,���∈𝑻𝑻𝑻𝑻  
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 ∀𝑟𝑟� ∈ 𝑹𝑹, 0 ≤ 𝜏𝜏 ≤  𝐶𝐶��� 

 

G. Objective functions 
We have designed the optimization model to find the best 

solution by simultaneously considering multiple objective 
functions. The main goal of our approach is to ensure that the 
solving method does not rely on specific information about the 
objective functions; we aim to use a general model that is 

completely independent of the actual set of objective functions. 
However, in this paper, we present six objective functions in 
Table VII. that were used in the performance measurement. 
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OBJECTIVE FUNCTIONS 
 

Symbol Description Definition 

Lmax = 𝑖𝑖����� maximum 
lateness 

 𝑖𝑖����� = 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻 (𝑇𝑇𝑅𝑅(𝑗𝑗)) 

Tmax = 𝑖𝑖����� maximum 
tardiness 

 𝑖𝑖����� = max (0, 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻�𝑇𝑇𝑅𝑅(𝑗𝑗)�) 
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Usum = 𝑖𝑖��� sum of tardy 
tasks 
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completion time 

 𝐶𝐶��� = 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻 (𝐶𝐶�) 

Csum  sum of  
completion time 
of all tasks 

 𝐶𝐶��� = ∑ (𝐶𝐶�)�∈𝑻𝑻  

III. SOLUTION APPROACH 
In a previous work, we proposed a hybrid method to solve 

extended scheduling problems [23]. The approach to solve 
scheduling problems consists of two main components: a 
search module and a scheduling construction module. The 
process contains three primary decision-making phases: (1) 
Establishing a priority sequence for tasks to be scheduled in 
the search module, (2) Incorporating the highest priority task 
into the schedule while accounting for resource availability and 
task requirements in the schedule generation, (3) Selecting the 
optimal schedule from a set of feasible solutions by evaluating 
each objective function concurrently. The proposed method 
was named as multi objective search method (MOSM). 

A. Search algorithm to construct priority sequence of tasks 
Inspired by the Jaya algorithm [27] and considering local 

search principles, we developed a hybrid approach to use an 
evolutionary algorithm together with local search techniques. 
This algorithm features three novelties: 

(1) A search strategy that facilitates exploration of the search 
space. (2) An enhanced procedure for generating new 
candidate members for the next generation. (3) Utilize multiple 
objective functions simultaneously with individual priorities 
and optimization directions. The pseudo-code of the developed 
MOSM algorithm is presented in Algorithm 1. Notations used 
in the pseudo-code is listed in the Table VIII. 

 
TABLE VIII 

MOSM ALGORITHM NOTATION 

Notation Description 

Mi,g Control vector of the ith candidate member of the gth 
generation containing the priority sequence of tasks. 

SC(Mi,g) The feasible schedule generated by the scheduling 
construction algorithm (SC) considering Mi,g control 
vector. 

NM Number of members in the population 

NG Number of generations 
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E. Auxiliary values calculated from the primary decision 
variables 

Additional auciliary values are defined in Table V., which 
can be calculated from the primary decision variables and the 
input data, allowing the constraints and objective functions in 
the mathematical model of the RCMOMPSP problem to be 
more simply formulated. 
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 𝐶𝐶�  ∈ ℤ�
�  

Cmax maximum completion 
time of the tasks 

 𝐶𝐶��� = 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻 (𝐶𝐶�) 

RT(τ) set of running tasks at 
time τ 

 𝑹𝑹𝑻𝑻(𝜏𝜏) = �𝑡𝑡� ∈ 𝑻𝑻 �𝑆𝑆� ≤  𝜏𝜏 ≤ 𝐶𝐶�} 

λj,k(τ) indicates that task 𝑡𝑡�  is 
processed on resource 
𝑟𝑟� at time τ 

 𝜆𝜆�,�(𝜏𝜏) =

�
1, 𝑖𝑖𝑖𝑖 𝑆𝑆� ≤  τ ≤ 𝑆𝑆� + 𝑝𝑝𝑡𝑡�,�
0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒

 

RLk(τ) resource load at 𝑟𝑟� at 
time τ 

 𝑅𝑅𝑅𝑅�(𝜏𝜏) =  ∑ 𝜆𝜆�,�(𝜏𝜏) ∗ �∈𝑹𝑹𝑻𝑻(�) 𝑟𝑟𝑟𝑟�,� 

λtdelayed(i) indicates that task 𝑡𝑡�  is 
delayed 

 𝜆𝜆��������(𝑗𝑗) =

� 
1, 𝑖𝑖𝑖𝑖 𝑇𝑇𝑇𝑇�𝑡𝑡� , 𝑇𝑇������  > 0 ∧ 

𝐶𝐶� > 𝑇𝑇𝑇𝑇�𝑡𝑡�, 𝑇𝑇������
0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒

 

TL(j) task latency 𝑇𝑇𝑅𝑅(𝑗𝑗) = 𝜆𝜆��������(𝑗𝑗) *  
( 𝐶𝐶� - 𝑇𝑇𝑇𝑇�𝑡𝑡�, 𝑇𝑇������ ) 

λpdelayed(i) indicates that project 
𝑝𝑝� is delayed 

 𝜆𝜆��������(𝑖𝑖) = 
 

�
1, 𝑖𝑖𝑖𝑖 𝑇𝑇𝑇𝑇(𝑝𝑝�, 𝑇𝑇�����)  > 0 ∧

max�∈��� ({𝐶𝐶�}) > 𝑇𝑇𝑇𝑇(𝑝𝑝�, 𝑇𝑇�����)
0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒

 
 

F. Constraints for the solutions 
A schedule is a feasible solution if the constraints defined for 

the solution are not violated. The constraints are represented in 
Table VI. 
  

TABLE VI 
CONSTRAINTS FOR THE SOLUTION 

Description Definition 

A task cannot be started until all 
predecessor tasks have been completed. 

 𝑆𝑆� ≥ max���∈𝑷𝑷𝑹𝑹𝑷𝑷��{𝐶𝐶���}� 

If task has predefined release time it 
cannot be started earlier. 

 𝑆𝑆�  ≥ 𝑇𝑇𝑇𝑇�𝑡𝑡� , 𝑇𝑇������ 

If project pi has predefined release time, 
then any of the assigned tasks cannot be 
started earlier. 

 𝑆𝑆�  ≥ 𝑚𝑚𝑚𝑚𝑚𝑚���,���∈𝑻𝑻𝑻𝑻  
(𝑇𝑇𝑇𝑇(𝑝𝑝�, 𝑇𝑇�����)) 

Load of any resource type cannot exceed 
the maximum capacity of the resource 
type at any time. 

 𝑅𝑅𝑅𝑅�(𝜏𝜏) ≤ RC� |  
 ∀𝑟𝑟� ∈ 𝑹𝑹, 0 ≤ 𝜏𝜏 ≤  𝐶𝐶��� 

 

G. Objective functions 
We have designed the optimization model to find the best 

solution by simultaneously considering multiple objective 
functions. The main goal of our approach is to ensure that the 
solving method does not rely on specific information about the 
objective functions; we aim to use a general model that is 

completely independent of the actual set of objective functions. 
However, in this paper, we present six objective functions in 
Table VII. that were used in the performance measurement. 

 
TABLE VII 

OBJECTIVE FUNCTIONS 
 

Symbol Description Definition 

Lmax = 𝑖𝑖����� maximum 
lateness 

 𝑖𝑖����� = 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻 (𝑇𝑇𝑅𝑅(𝑗𝑗)) 

Tmax = 𝑖𝑖����� maximum 
tardiness 

 𝑖𝑖����� = max (0, 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻�𝑇𝑇𝑅𝑅(𝑗𝑗)�) 

Tsum = 𝑖𝑖����� sum of tardiness 
of all tasks 

 𝑖𝑖����� = ∑ (𝑇𝑇𝑅𝑅(𝑗𝑗))��𝑻𝑻  

Usum = 𝑖𝑖��� sum of tardy 
tasks 

 𝑖𝑖��� =  ∑ 𝜆𝜆��������(𝑗𝑗)�∈𝑻𝑻  

Cmax  maximum 
completion time 

 𝐶𝐶��� = 𝑚𝑚𝑚𝑚𝑚𝑚�∈𝑻𝑻 (𝐶𝐶�) 

Csum  sum of  
completion time 
of all tasks 

 𝐶𝐶��� = ∑ (𝐶𝐶�)�∈𝑻𝑻  

III. SOLUTION APPROACH 
In a previous work, we proposed a hybrid method to solve 

extended scheduling problems [23]. The approach to solve 
scheduling problems consists of two main components: a 
search module and a scheduling construction module. The 
process contains three primary decision-making phases: (1) 
Establishing a priority sequence for tasks to be scheduled in 
the search module, (2) Incorporating the highest priority task 
into the schedule while accounting for resource availability and 
task requirements in the schedule generation, (3) Selecting the 
optimal schedule from a set of feasible solutions by evaluating 
each objective function concurrently. The proposed method 
was named as multi objective search method (MOSM). 

A. Search algorithm to construct priority sequence of tasks 
Inspired by the Jaya algorithm [27] and considering local 

search principles, we developed a hybrid approach to use an 
evolutionary algorithm together with local search techniques. 
This algorithm features three novelties: 

(1) A search strategy that facilitates exploration of the search 
space. (2) An enhanced procedure for generating new 
candidate members for the next generation. (3) Utilize multiple 
objective functions simultaneously with individual priorities 
and optimization directions. The pseudo-code of the developed 
MOSM algorithm is presented in Algorithm 1. Notations used 
in the pseudo-code is listed in the Table VIII. 

 
TABLE VIII 

MOSM ALGORITHM NOTATION 

Notation Description 

Mi,g Control vector of the ith candidate member of the gth 
generation containing the priority sequence of tasks. 

SC(Mi,g) The feasible schedule generated by the scheduling 
construction algorithm (SC) considering Mi,g control 
vector. 

NM Number of members in the population 

NG Number of generations 
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Algorithm 1: Many-Objective Scheduling Method (MOSM) 

Input: RCMPMOSP Problem definition, search parameters 

Output: Scheduling vector SCH 
Begin  
1.1 i = 1; g = 1; 
1.2 while (i <= NM) 
1.3  Create the Mi,g vector by the parallel schedule generation scheme 

with the earliest starting task selection rule 
1.4  Construct the SC(Mi,g) 
1.5  Evaluate the SC(Mi,g) 
1.6  Add the Mi,g vector as the ith member to the 1th generation; 
1.7  i = i + 1 
1.8 end while 
1.9 Select the best member of 1th generation 
1.10 g = g + 1; 
1.11 while (g <= NG) 
1.12  i =  1 
1.13  limit = 1 – g / NG; 
1.14  while (i <= NM) 
1.15  number = Generate a pseudo random number from the interval 

[0, 1] with uniform probability; 
1.16  if (number < limit) 
1.17  Create a new candidate Mi,g vector by mutating the ith 

member of the previous generation; 
1.18  else 
1.19  Create a new candidate Mi,g vector by mutating the best 

member of the previous generation; 
1.20  Construct the SC(Mi,g) schedule based on the Mi,g vector;  
1.21  Evaluate the SC(Mi,g) schedule; 
1.22  Add the better version of Mi,g and Mi,g-1 as the ith new member 

to the gth generation; 
1.23  i = i + 1 
1.24  end while 
1.25  Select the best member of the gth generation; 
1.26  g = g + 1; 
1.27 end while 
1.28 Return best member of the latest generation; 
end 

 

B. Construction algorithm to generate a feasible schedule 
considering task selection control parameters 

MOSM consists of a constructive algorithm to generate a 
feasible schedule. The schedule construction algorithm (SC) 
begins with an empty schedule. In each iteration, a new, 
feasible partial schedule is generated by adding one selected 
task to the existing partial schedule. This method continues 
until all tasks are scheduled. Algorithm 2 provides the pseudo 
code for SC. 

 

Algorithm 2: Schedule Construction Algorithm (SC) 

Input: RCMPMOSP Problem definition, task selection rules and priority 
values 

Output: Feasible schedule SC(Mi,g) 
Begin  
2.1 Create an empty schedule ; 
2.2 i = 1; 
2.3 while (i <= number of tasks) 
2.4  Choose the 𝑡𝑡�  task from the ith position of the vector Mi,g; 
2.5  Insert the chosen 𝑡𝑡�  task into the schedule with the earliest 

applicable start time; 
2.6  i =  i + 1; 
2.7 end while 
2.8 Return schedule SC(Mi,g) 
End  

 
The MOSM algorithm was compared to the published PSLIB 

benchmark results using the Cmax objective function. The 
experimental result showed a good performance of the applied 
solution method. Based on this experience, we examined the 
efficiency of the procedure when applied to multiple projects 
and multiple objective functions simultaneously. 

C. Qualification Method for Comparing Schedules 
MOSM can incorporate numerous objective functions. We 

assume that the set of objective functions is unlimited and can 
include various elements with different priorities and 
optimization directions. One scheduling always have one 
predefined set of applied objective functions. To compare two 
feasible schedules, represented by two members of a 
generation the following approach is applied. 

Let sx and sy be two candidate feasible schedules. The quality 
of a given schedule is represented by a given vector containing 
K real numbers, each vector coordinate represents the actual 
value of the corresponding objective function.  

 
TABLE IX 

RELATIVE QUALIFICATION NOTATION 
 

Notation Description 

u 𝑢𝑢 = (𝑢𝑢�, 𝑢𝑢�, … , 𝑢𝑢�, … , 𝑢𝑢�), 𝑢𝑢�  ∈ ℝ; u denotes the vector 
containing the values of the objective functions considering 
the given schedule to be compared. 

z 𝑧𝑧 = (𝑧𝑧�, 𝑧𝑧�, … , 𝑧𝑧�, … , 𝑧𝑧�), 𝑧𝑧�  ∈ {−1, 1}; 𝑧𝑧 denotes the vector 
containing the optimization directions of the objective 
functions. The value of 𝑧𝑧� is 1 if we want to minimize the kth 
objective function. The 𝑧𝑧� is -1 if the kth objective function 
must be maximized. 

w 𝑤𝑤 = (𝑤𝑤�, 𝑤𝑤�, … , 𝑤𝑤�, … , 𝑤𝑤�), 𝑤𝑤�  ∈ ℤ�
�; 𝑤𝑤 denotes the vector 

containing priorities for the objective functions. Each 𝑤𝑤� is a 
non-negative integer value (𝑤𝑤� ≥ 0) that expresses the 
importance of the 𝑢𝑢� value of the kth objective function. 

 
A distance function D is defined as follows. 
 

 𝐷𝐷 𝐷 ℝ� →  ℝ , 𝐷𝐷(𝑎𝑎 , 𝑎𝑎) 𝐷= �
 0, 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖(|𝑎𝑎|, |𝑎𝑎|) = 0

���
���(|�|,|�|)

, 𝑜𝑜𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑤𝑤𝑖𝑖𝑜𝑜𝑜𝑜  (1) 

 
The relative qualification uses notations defined in Table IX. 

Let 𝑥𝑥 and 𝑦𝑦 be two vectors with type 𝑢𝑢. These vectors contain 
the values of objective functions, and they represent the 
absolute quality of candidate schedules sx and sy to be 
compared. We define the 𝐹𝐹 function to express the relative 
quality of 𝑦𝑦 compared to 𝑥𝑥 as a real number. 

 
𝐹𝐹 𝐷 𝑢𝑢� →  ℝ , 𝐹𝐹(𝑥𝑥 , 𝑥) 𝐷= ∑ ( 𝑤𝑤� ∙ z� ∙ 𝐷𝐷( 𝑖�,  𝑥�) )�

���  (2) 
 

IV. MULTI-OBJECTIVE, MULTI-PROJECT BENCHMARK SET  
A necessary element for conducting the tests of the solution 

approach is to have multi-project, multi-objective scheduling 
problems available. For this, the J30 benchmark scheduling 
problems documented in the PSLIB benchmark set have been 
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used as a basis [26]. The instances j301_1, j301_2, j301_3, ..., 
j302_10 of the PSPLIB J30 series together was considered as 
a project portfolio. The project portfolio created with this 
procedure thus contains 20 projects, each with 30 tasks. The 
operation times, prerequisite constraints, and resource 
requirements given in the benchmark tasks were unchanged.  

To ensure the comparability of each test, all tests use the 
same initial parameters and state space. During the search, the 
initial task priority vector is determined using the parallel 
generation scheme. The generation scheme used the earliest 
finish time priority rule. 

V. EXPERIMENTAL RESULT 
The executed tests are presented in grouped, sequentially 

organized subsections. Besides detailing the main input 
parameters of the tests, the test results, and their evaluative 
descriptions, the step-by-step presentation aims to provide 
insight into the background of additional conclusions 
identified during the testing. 

A. Test results on individual objective functions 
In the first test group, we used the first 20 projects of the 

PSLIB RCPSP J30 benchmark set. An individual due date 
(𝑃𝑃�����) has been defined for every fifth project (5th, 10th, 
15th, and 20th). Due to the characteristics of the PSLIB 
benchmark tasks, specifying the completion deadline at the 
project level can also be modeled by the completion deadline 
given for the last, virtual closing task of the selected projects. 
For the selected projects the project completion due date was 
determined based on the best Cmax values documented in the 
PSLIB benchmark results, such that the completion due date of 
the selected project equals the sum of the Cmax values of the 
fewer selected projects, as follows: 

 
𝑃𝑃�����𝑖� = ∑ 𝐶𝐶���𝑖�

⬚
��� | 𝑖𝑖𝑖 𝑖𝑖 𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (3) 

 
The primary aim of the executed tests is to verify the 

controllability of the search by assigning a non-negative 
priority to a single designated objective function. The 
secondary aim of the tests is to use the objective function 
values obtained from the individual objectives as reference 
values for evaluating the results of subsequent tests. 

Test results are presented in the Table X. 
 

TABLE X 
INDIVIDUAL OBJECTIVE FUNCTION PRIORITIES AND CALCULATED OBJECTIVE 

FUNCTION VALUES  

 Objective function priority Objective function value 

 
L 
max 

T 
max 

T 
sum 

U 
sum 

C 
max 

C 
sum 

L 
max 

T 
max 

T 
sum 

U 
sum 

C 
max 

C 
 sum 

1 1 0 0 0 0 0 -8 0 0 0 321 79707 

2 0 1 0 0 0 0 0 0 0 0 302 79557 

3 0 0 1 0 0 0 0 0 0 0 311 80470 

4 0 0 0 1 0 0 256 256 436 2 323 84605 

5 0 0 0 0 1 0 237 237 637 4 276 79837 

6 0 0 0 0 0 1 227 227 548 4 289 72393 

 
The search characteristics of the test #1 execution are 

depicted in Fig 1. The points on the diagram show the 
improvements in the values of the selected objective function. 
The horizontal axis represents the number of search steps. It 
can be observed that within the first 500 iterations, the search 
module frequently finds better schedules than the previously 
known solution. Subsequently, the number of iterations 
required to find better solutions increases. It is noticeable that 
within the range of 2000-2500 iterations, it can once again 
make several improvements. The presented figure confirms 
that the search module follows an expected characteristic. 

 

 
Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is 
abbreviated. There is a period after the figure number, followed by two spaces. 
It is good practice to explain the significance of the figure in the caption. 

B. Test results on multiple objective functions considered 
simultaneously 

In the second test group, I examined the simultaneous use of 
multiple objective functions. The scheduling task remained 
unchanged compared to the first test group. I grouped the 
objective functions according to three criteria and tested the 
values of different priorities accordingly. The considered 
groups are as follows: 
- Minimizing the delays (Lmax, Tmax, Tsum, Usum) 
- Minimizing the completion time of the last task (Cmax) 
- Minimizing the sum of task completion times (Csum) 
 
Table XI. presents the results of the defined objective 

function priorities and the calculated objective function values. 
 

TABLE XI 
SIMULTANEOUS OBJECTIVE FUNCTION PRIORITIES AND CALCULATED 

OBJECTIVE FUNCTION VALUES 

 Objective function priority Objective function value 

 
L 
max 

T 
max 

T 
sum 

U 
sum 

C 
max 

C 
sum 

L 
max 

T 
max 

T 
sum 

U 
sum 

C 
max 

C 
 sum 

7 1 1 1 1 1 1 -7 0 0 0 287 73837 

8 0 10 20 8 1 1 0 0 0 0 284 74760 
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11 0 0 2 0 0 1 -2 0 0 0 297 73819 

 
During the 7th and 8th tests all three criteria have been 

considered simultaneously. The aim of these two tests was to 
determine how close we could approach the minimum of Csum 
and Cmax compared to 5th and 6th test. The parameters set for 
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used as a basis [26]. The instances j301_1, j301_2, j301_3, ..., 
j302_10 of the PSPLIB J30 series together was considered as 
a project portfolio. The project portfolio created with this 
procedure thus contains 20 projects, each with 30 tasks. The 
operation times, prerequisite constraints, and resource 
requirements given in the benchmark tasks were unchanged.  

To ensure the comparability of each test, all tests use the 
same initial parameters and state space. During the search, the 
initial task priority vector is determined using the parallel 
generation scheme. The generation scheme used the earliest 
finish time priority rule. 

V. EXPERIMENTAL RESULT 
The executed tests are presented in grouped, sequentially 

organized subsections. Besides detailing the main input 
parameters of the tests, the test results, and their evaluative 
descriptions, the step-by-step presentation aims to provide 
insight into the background of additional conclusions 
identified during the testing. 

A. Test results on individual objective functions 
In the first test group, we used the first 20 projects of the 

PSLIB RCPSP J30 benchmark set. An individual due date 
(𝑃𝑃�����) has been defined for every fifth project (5th, 10th, 
15th, and 20th). Due to the characteristics of the PSLIB 
benchmark tasks, specifying the completion deadline at the 
project level can also be modeled by the completion deadline 
given for the last, virtual closing task of the selected projects. 
For the selected projects the project completion due date was 
determined based on the best Cmax values documented in the 
PSLIB benchmark results, such that the completion due date of 
the selected project equals the sum of the Cmax values of the 
fewer selected projects, as follows: 

 
𝑃𝑃�����𝑖� = ∑ 𝐶𝐶���𝑖�

⬚
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The primary aim of the executed tests is to verify the 

controllability of the search by assigning a non-negative 
priority to a single designated objective function. The 
secondary aim of the tests is to use the objective function 
values obtained from the individual objectives as reference 
values for evaluating the results of subsequent tests. 

Test results are presented in the Table X. 
 

TABLE X 
INDIVIDUAL OBJECTIVE FUNCTION PRIORITIES AND CALCULATED OBJECTIVE 

FUNCTION VALUES  

 Objective function priority Objective function value 
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1 1 0 0 0 0 0 -8 0 0 0 321 79707 

2 0 1 0 0 0 0 0 0 0 0 302 79557 

3 0 0 1 0 0 0 0 0 0 0 311 80470 

4 0 0 0 1 0 0 256 256 436 2 323 84605 

5 0 0 0 0 1 0 237 237 637 4 276 79837 

6 0 0 0 0 0 1 227 227 548 4 289 72393 

 
The search characteristics of the test #1 execution are 

depicted in Fig 1. The points on the diagram show the 
improvements in the values of the selected objective function. 
The horizontal axis represents the number of search steps. It 
can be observed that within the first 500 iterations, the search 
module frequently finds better schedules than the previously 
known solution. Subsequently, the number of iterations 
required to find better solutions increases. It is noticeable that 
within the range of 2000-2500 iterations, it can once again 
make several improvements. The presented figure confirms 
that the search module follows an expected characteristic. 

 

 
Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is 
abbreviated. There is a period after the figure number, followed by two spaces. 
It is good practice to explain the significance of the figure in the caption. 

B. Test results on multiple objective functions considered 
simultaneously 

In the second test group, I examined the simultaneous use of 
multiple objective functions. The scheduling task remained 
unchanged compared to the first test group. I grouped the 
objective functions according to three criteria and tested the 
values of different priorities accordingly. The considered 
groups are as follows: 
- Minimizing the delays (Lmax, Tmax, Tsum, Usum) 
- Minimizing the completion time of the last task (Cmax) 
- Minimizing the sum of task completion times (Csum) 
 
Table XI. presents the results of the defined objective 

function priorities and the calculated objective function values. 
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11 0 0 2 0 0 1 -2 0 0 0 297 73819 

 
During the 7th and 8th tests all three criteria have been 

considered simultaneously. The aim of these two tests was to 
determine how close we could approach the minimum of Csum 
and Cmax compared to 5th and 6th test. The parameters set for 
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used as a basis [26]. The instances j301_1, j301_2, j301_3, ..., 
j302_10 of the PSPLIB J30 series together was considered as 
a project portfolio. The project portfolio created with this 
procedure thus contains 20 projects, each with 30 tasks. The 
operation times, prerequisite constraints, and resource 
requirements given in the benchmark tasks were unchanged.  

To ensure the comparability of each test, all tests use the 
same initial parameters and state space. During the search, the 
initial task priority vector is determined using the parallel 
generation scheme. The generation scheme used the earliest 
finish time priority rule. 

V. EXPERIMENTAL RESULT 
The executed tests are presented in grouped, sequentially 

organized subsections. Besides detailing the main input 
parameters of the tests, the test results, and their evaluative 
descriptions, the step-by-step presentation aims to provide 
insight into the background of additional conclusions 
identified during the testing. 

A. Test results on individual objective functions 
In the first test group, we used the first 20 projects of the 

PSLIB RCPSP J30 benchmark set. An individual due date 
(𝑃𝑃�����) has been defined for every fifth project (5th, 10th, 
15th, and 20th). Due to the characteristics of the PSLIB 
benchmark tasks, specifying the completion deadline at the 
project level can also be modeled by the completion deadline 
given for the last, virtual closing task of the selected projects. 
For the selected projects the project completion due date was 
determined based on the best Cmax values documented in the 
PSLIB benchmark results, such that the completion due date of 
the selected project equals the sum of the Cmax values of the 
fewer selected projects, as follows: 
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The primary aim of the executed tests is to verify the 

controllability of the search by assigning a non-negative 
priority to a single designated objective function. The 
secondary aim of the tests is to use the objective function 
values obtained from the individual objectives as reference 
values for evaluating the results of subsequent tests. 

Test results are presented in the Table X. 
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The search characteristics of the test #1 execution are 

depicted in Fig 1. The points on the diagram show the 
improvements in the values of the selected objective function. 
The horizontal axis represents the number of search steps. It 
can be observed that within the first 500 iterations, the search 
module frequently finds better schedules than the previously 
known solution. Subsequently, the number of iterations 
required to find better solutions increases. It is noticeable that 
within the range of 2000-2500 iterations, it can once again 
make several improvements. The presented figure confirms 
that the search module follows an expected characteristic. 

 

 
Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is 
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B. Test results on multiple objective functions considered 
simultaneously 

In the second test group, I examined the simultaneous use of 
multiple objective functions. The scheduling task remained 
unchanged compared to the first test group. I grouped the 
objective functions according to three criteria and tested the 
values of different priorities accordingly. The considered 
groups are as follows: 
- Minimizing the delays (Lmax, Tmax, Tsum, Usum) 
- Minimizing the completion time of the last task (Cmax) 
- Minimizing the sum of task completion times (Csum) 
 
Table XI. presents the results of the defined objective 

function priorities and the calculated objective function values. 
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During the 7th and 8th tests all three criteria have been 

considered simultaneously. The aim of these two tests was to 
determine how close we could approach the minimum of Csum 
and Cmax compared to 5th and 6th test. The parameters set for 
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used as a basis [26]. The instances j301_1, j301_2, j301_3, ..., 
j302_10 of the PSPLIB J30 series together was considered as 
a project portfolio. The project portfolio created with this 
procedure thus contains 20 projects, each with 30 tasks. The 
operation times, prerequisite constraints, and resource 
requirements given in the benchmark tasks were unchanged.  

To ensure the comparability of each test, all tests use the 
same initial parameters and state space. During the search, the 
initial task priority vector is determined using the parallel 
generation scheme. The generation scheme used the earliest 
finish time priority rule. 

V. EXPERIMENTAL RESULT 
The executed tests are presented in grouped, sequentially 

organized subsections. Besides detailing the main input 
parameters of the tests, the test results, and their evaluative 
descriptions, the step-by-step presentation aims to provide 
insight into the background of additional conclusions 
identified during the testing. 

A. Test results on individual objective functions 
In the first test group, we used the first 20 projects of the 

PSLIB RCPSP J30 benchmark set. An individual due date 
(𝑃𝑃�����) has been defined for every fifth project (5th, 10th, 
15th, and 20th). Due to the characteristics of the PSLIB 
benchmark tasks, specifying the completion deadline at the 
project level can also be modeled by the completion deadline 
given for the last, virtual closing task of the selected projects. 
For the selected projects the project completion due date was 
determined based on the best Cmax values documented in the 
PSLIB benchmark results, such that the completion due date of 
the selected project equals the sum of the Cmax values of the 
fewer selected projects, as follows: 
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The primary aim of the executed tests is to verify the 

controllability of the search by assigning a non-negative 
priority to a single designated objective function. The 
secondary aim of the tests is to use the objective function 
values obtained from the individual objectives as reference 
values for evaluating the results of subsequent tests. 

Test results are presented in the Table X. 
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4 0 0 0 1 0 0 256 256 436 2 323 84605 

5 0 0 0 0 1 0 237 237 637 4 276 79837 

6 0 0 0 0 0 1 227 227 548 4 289 72393 

 
The search characteristics of the test #1 execution are 

depicted in Fig 1. The points on the diagram show the 
improvements in the values of the selected objective function. 
The horizontal axis represents the number of search steps. It 
can be observed that within the first 500 iterations, the search 
module frequently finds better schedules than the previously 
known solution. Subsequently, the number of iterations 
required to find better solutions increases. It is noticeable that 
within the range of 2000-2500 iterations, it can once again 
make several improvements. The presented figure confirms 
that the search module follows an expected characteristic. 

 

 
Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is 
abbreviated. There is a period after the figure number, followed by two spaces. 
It is good practice to explain the significance of the figure in the caption. 

B. Test results on multiple objective functions considered 
simultaneously 

In the second test group, I examined the simultaneous use of 
multiple objective functions. The scheduling task remained 
unchanged compared to the first test group. I grouped the 
objective functions according to three criteria and tested the 
values of different priorities accordingly. The considered 
groups are as follows: 
- Minimizing the delays (Lmax, Tmax, Tsum, Usum) 
- Minimizing the completion time of the last task (Cmax) 
- Minimizing the sum of task completion times (Csum) 
 
Table XI. presents the results of the defined objective 

function priorities and the calculated objective function values. 
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9 0 2 2 2 1 0 0 0 0 0 283 79365 

10 5 0 0 0 1 0 -7 0 0 0 280 79193 

11 0 0 2 0 0 1 -2 0 0 0 297 73819 

 
During the 7th and 8th tests all three criteria have been 

considered simultaneously. The aim of these two tests was to 
determine how close we could approach the minimum of Csum 
and Cmax compared to 5th and 6th test. The parameters set for 
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the 7th test favored Csum, while those for the 8th test favored 
Cmax. In the 9th and 10th tests the Csum objective function has 
not been considered, that is why the priority has been set to 
zero. It can be observed that this favored the computed results 
of Cmax (first 287 and 284, then 283 and 280). In the 10th test 
series, the best value for Cmax was influenced by the Lmax 
objective function. This generated earliness and resulted in an 
improvement in Cmax. In the 11th test, only Csum was considered 
while adhering to the deadlines. Here, Tsum alone managed to 
keep the deadline overrun at zero. The value of Csum decreased 
quite well. A better value than this was only achieved in 
previous tests when the Csum objective function was used 
independently (6th test). 

C. Alternative way to model due date of a project 
The due-date modelling of a project was modified in the next 

test group. In the alternative modelling the project completion 
due date was set as task due date for every task associated with 
the given project. The correctness of this modification is not 
affected because if task-level due dates were not otherwise 
specified, the project completion deadline can be considered as 
the maximum task deadline for all tasks within the given 
project. 

Table XII. presents the considered objective function 
priorities and the calculated objective function values. 

 
TABLE XII 

SIMULTANEOUS OBJECTIVE FUNCTION PRIORITIES AND CALCULATED 
OBJECTIVE FUNCTION VALUES WITH ALTERNATIVE DUE-DATE MODELLING 

 Objective function priority Objective function value 
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12 0 0 0 1 0 0 -2 0 0 0 304 79814 

13 1 0 0 0 0 0 -8 0 0 0 321 79707 

14 0 1 0 0 0 0 0 0 0 0 302 79557 

15 0 0 1 0 0 0 -1 0 0 0 331 80912 

16 0 0 10 0 1 0 213 0 0 0 279 79377 

17 0 0 10 0 0 1 0 0 0 0 292 73797 

 
The 12th test confirmed the correctness of the assumption 

made in the second test group. A different formulation of the 
same problem with the same model and scheduling method 
leads to better solutions because the search module can make 
more effective improvements based on feedback on due date 
violations. 

The result of the 13th test completely matches the result of 
the 1st test. This was expected since, in terms of Lmax 
optimization, the individual deadlines of tasks are not 
significant. 

The result of the 14th test completely matches the result of 
the 2nd test because, in terms of Tmax optimization, the 
individual deadlines of tasks are relevant. 

In the 16th test, it was possible to further reduce the value of 
Cmax by one unit while adhering to the deadlines. In the first 
test series, the best value was 280, while here the method 
achieved 279. 

In the 17th test, it was possible to decrease the value of Csum 
while adhering to the due dates. In the first test, the best value 
was 73819, while in this test it decreased to 73797. 

The achieved results confirm that the formulation of the task 
greatly influences the quality of the solution, thus justifying the 
use of sophisticated optimization models. 

D. Evaluation of tardy projects  
In this test group, the investigation focused on how the 

algorithm handles the scenario where delays are unavoidable. 
To evaluate this circumstance, in this test group the initial 
scheduling problem was enhanced with additional data. The 
due dates of tasks were modified compared to the task used in 
the second test group. A single common due date was set for 
all tasks of the four projects with due date. The new due date 
was 39 time units. This value corresponds to the earliest due 
date of projects used in the previous test group. 

If not all tasks can be completed by due date, then the Tmax, 
Tsum, and Usum objective functions can become competitors of 
each other or even reinforce each other's effect. In such cases, 
the following questions can be formed: If due date overrun is 
unavoidable, would it be more acceptable to have several small 
delays or fewer large delays? Alternatively, would it be 
advisable to minimize the total number of tardy delays? 

Table XIII. shows the tested objective function priority 
considerations and the measured objective function values. 

 
TABLE XIII 

MEASUREMENT RESULT OF CERTAINLY DELAYED PROJECTS UNDER DIFFERENT 
OBJECTIVE FUNCTION PRIORITIES 

 Objective function priority Objective function value 
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18 1 0 0 0 0 0 25 25 553 38 309 80690 

19 0 1 0 0 0 0 25 25 553 38 309 80690 

20 0 0 1 0 0 0 33 33 492 35 344 82231 

21 0 0 0 1 0 0 258 258 2848 28 325 81729 

22 0 1 1 1 0 0 30 30 555 37 313 78621 

23 0 1 1 10 0 0 35 35 575 29 313 81613 

24 0 10 1 1 0 0 26 26 594 41 317 81451 

25 0 1 10 1 0 0 29 29 522 39 317 80272 

 
The results of tests 18 and 19 are completely identical. This 

was expected because if there is a certain delay, then the value 
of Lmax is greater than zero and equals the value of Tmax. 

In tests 20, 21, and 22, Tmax, Tsum, and Usum individually 
provided better results from their own perspectives than the 
solutions achieved with the other two. When used together in 
the system, these objective functions can produce compromise 
solutions. Test 22 provides an example of this situation. 

In tests 23, 24, and 25, three selected objective functions 
were set in such a way that one function has a priority value of 
10, while the priority of the other two was set to 1. The results 
show that the higher priority had an impact on the search, 
which is reflected in the results as well. 

From tests 24 and 25, an important conclusion can be drawn 
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the 7th test favored Csum, while those for the 8th test favored 
Cmax. In the 9th and 10th tests the Csum objective function has 
not been considered, that is why the priority has been set to 
zero. It can be observed that this favored the computed results 
of Cmax (first 287 and 284, then 283 and 280). In the 10th test 
series, the best value for Cmax was influenced by the Lmax 
objective function. This generated earliness and resulted in an 
improvement in Cmax. In the 11th test, only Csum was considered 
while adhering to the deadlines. Here, Tsum alone managed to 
keep the deadline overrun at zero. The value of Csum decreased 
quite well. A better value than this was only achieved in 
previous tests when the Csum objective function was used 
independently (6th test). 

C. Alternative way to model due date of a project 
The due-date modelling of a project was modified in the next 

test group. In the alternative modelling the project completion 
due date was set as task due date for every task associated with 
the given project. The correctness of this modification is not 
affected because if task-level due dates were not otherwise 
specified, the project completion deadline can be considered as 
the maximum task deadline for all tasks within the given 
project. 

Table XII. presents the considered objective function 
priorities and the calculated objective function values. 
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OBJECTIVE FUNCTION VALUES WITH ALTERNATIVE DUE-DATE MODELLING 
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The 12th test confirmed the correctness of the assumption 

made in the second test group. A different formulation of the 
same problem with the same model and scheduling method 
leads to better solutions because the search module can make 
more effective improvements based on feedback on due date 
violations. 

The result of the 13th test completely matches the result of 
the 1st test. This was expected since, in terms of Lmax 
optimization, the individual deadlines of tasks are not 
significant. 

The result of the 14th test completely matches the result of 
the 2nd test because, in terms of Tmax optimization, the 
individual deadlines of tasks are relevant. 

In the 16th test, it was possible to further reduce the value of 
Cmax by one unit while adhering to the deadlines. In the first 
test series, the best value was 280, while here the method 
achieved 279. 

In the 17th test, it was possible to decrease the value of Csum 
while adhering to the due dates. In the first test, the best value 
was 73819, while in this test it decreased to 73797. 

The achieved results confirm that the formulation of the task 
greatly influences the quality of the solution, thus justifying the 
use of sophisticated optimization models. 

D. Evaluation of tardy projects  
In this test group, the investigation focused on how the 

algorithm handles the scenario where delays are unavoidable. 
To evaluate this circumstance, in this test group the initial 
scheduling problem was enhanced with additional data. The 
due dates of tasks were modified compared to the task used in 
the second test group. A single common due date was set for 
all tasks of the four projects with due date. The new due date 
was 39 time units. This value corresponds to the earliest due 
date of projects used in the previous test group. 

If not all tasks can be completed by due date, then the Tmax, 
Tsum, and Usum objective functions can become competitors of 
each other or even reinforce each other's effect. In such cases, 
the following questions can be formed: If due date overrun is 
unavoidable, would it be more acceptable to have several small 
delays or fewer large delays? Alternatively, would it be 
advisable to minimize the total number of tardy delays? 

Table XIII. shows the tested objective function priority 
considerations and the measured objective function values. 
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25 0 1 10 1 0 0 29 29 522 39 317 80272 

 
The results of tests 18 and 19 are completely identical. This 

was expected because if there is a certain delay, then the value 
of Lmax is greater than zero and equals the value of Tmax. 

In tests 20, 21, and 22, Tmax, Tsum, and Usum individually 
provided better results from their own perspectives than the 
solutions achieved with the other two. When used together in 
the system, these objective functions can produce compromise 
solutions. Test 22 provides an example of this situation. 

In tests 23, 24, and 25, three selected objective functions 
were set in such a way that one function has a priority value of 
10, while the priority of the other two was set to 1. The results 
show that the higher priority had an impact on the search, 
which is reflected in the results as well. 

From tests 24 and 25, an important conclusion can be drawn 
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the 7th test favored Csum, while those for the 8th test favored 
Cmax. In the 9th and 10th tests the Csum objective function has 
not been considered, that is why the priority has been set to 
zero. It can be observed that this favored the computed results 
of Cmax (first 287 and 284, then 283 and 280). In the 10th test 
series, the best value for Cmax was influenced by the Lmax 
objective function. This generated earliness and resulted in an 
improvement in Cmax. In the 11th test, only Csum was considered 
while adhering to the deadlines. Here, Tsum alone managed to 
keep the deadline overrun at zero. The value of Csum decreased 
quite well. A better value than this was only achieved in 
previous tests when the Csum objective function was used 
independently (6th test). 

C. Alternative way to model due date of a project 
The due-date modelling of a project was modified in the next 

test group. In the alternative modelling the project completion 
due date was set as task due date for every task associated with 
the given project. The correctness of this modification is not 
affected because if task-level due dates were not otherwise 
specified, the project completion deadline can be considered as 
the maximum task deadline for all tasks within the given 
project. 

Table XII. presents the considered objective function 
priorities and the calculated objective function values. 

 
TABLE XII 

SIMULTANEOUS OBJECTIVE FUNCTION PRIORITIES AND CALCULATED 
OBJECTIVE FUNCTION VALUES WITH ALTERNATIVE DUE-DATE MODELLING 

 Objective function priority Objective function value 
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12 0 0 0 1 0 0 -2 0 0 0 304 79814 

13 1 0 0 0 0 0 -8 0 0 0 321 79707 

14 0 1 0 0 0 0 0 0 0 0 302 79557 

15 0 0 1 0 0 0 -1 0 0 0 331 80912 

16 0 0 10 0 1 0 213 0 0 0 279 79377 

17 0 0 10 0 0 1 0 0 0 0 292 73797 

 
The 12th test confirmed the correctness of the assumption 

made in the second test group. A different formulation of the 
same problem with the same model and scheduling method 
leads to better solutions because the search module can make 
more effective improvements based on feedback on due date 
violations. 

The result of the 13th test completely matches the result of 
the 1st test. This was expected since, in terms of Lmax 
optimization, the individual deadlines of tasks are not 
significant. 

The result of the 14th test completely matches the result of 
the 2nd test because, in terms of Tmax optimization, the 
individual deadlines of tasks are relevant. 

In the 16th test, it was possible to further reduce the value of 
Cmax by one unit while adhering to the deadlines. In the first 
test series, the best value was 280, while here the method 
achieved 279. 

In the 17th test, it was possible to decrease the value of Csum 
while adhering to the due dates. In the first test, the best value 
was 73819, while in this test it decreased to 73797. 

The achieved results confirm that the formulation of the task 
greatly influences the quality of the solution, thus justifying the 
use of sophisticated optimization models. 

D. Evaluation of tardy projects  
In this test group, the investigation focused on how the 

algorithm handles the scenario where delays are unavoidable. 
To evaluate this circumstance, in this test group the initial 
scheduling problem was enhanced with additional data. The 
due dates of tasks were modified compared to the task used in 
the second test group. A single common due date was set for 
all tasks of the four projects with due date. The new due date 
was 39 time units. This value corresponds to the earliest due 
date of projects used in the previous test group. 

If not all tasks can be completed by due date, then the Tmax, 
Tsum, and Usum objective functions can become competitors of 
each other or even reinforce each other's effect. In such cases, 
the following questions can be formed: If due date overrun is 
unavoidable, would it be more acceptable to have several small 
delays or fewer large delays? Alternatively, would it be 
advisable to minimize the total number of tardy delays? 

Table XIII. shows the tested objective function priority 
considerations and the measured objective function values. 
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MEASUREMENT RESULT OF CERTAINLY DELAYED PROJECTS UNDER DIFFERENT 
OBJECTIVE FUNCTION PRIORITIES 
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21 0 0 0 1 0 0 258 258 2848 28 325 81729 

22 0 1 1 1 0 0 30 30 555 37 313 78621 

23 0 1 1 10 0 0 35 35 575 29 313 81613 

24 0 10 1 1 0 0 26 26 594 41 317 81451 

25 0 1 10 1 0 0 29 29 522 39 317 80272 

 
The results of tests 18 and 19 are completely identical. This 

was expected because if there is a certain delay, then the value 
of Lmax is greater than zero and equals the value of Tmax. 

In tests 20, 21, and 22, Tmax, Tsum, and Usum individually 
provided better results from their own perspectives than the 
solutions achieved with the other two. When used together in 
the system, these objective functions can produce compromise 
solutions. Test 22 provides an example of this situation. 

In tests 23, 24, and 25, three selected objective functions 
were set in such a way that one function has a priority value of 
10, while the priority of the other two was set to 1. The results 
show that the higher priority had an impact on the search, 
which is reflected in the results as well. 

From tests 24 and 25, an important conclusion can be drawn 
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the 7th test favored Csum, while those for the 8th test favored 
Cmax. In the 9th and 10th tests the Csum objective function has 
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improvement in Cmax. In the 11th test, only Csum was considered 
while adhering to the deadlines. Here, Tsum alone managed to 
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C. Alternative way to model due date of a project 
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due date was set as task due date for every task associated with 
the given project. The correctness of this modification is not 
affected because if task-level due dates were not otherwise 
specified, the project completion deadline can be considered as 
the maximum task deadline for all tasks within the given 
project. 

Table XII. presents the considered objective function 
priorities and the calculated objective function values. 
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To evaluate this circumstance, in this test group the initial 
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due dates of tasks were modified compared to the task used in 
the second test group. A single common due date was set for 
all tasks of the four projects with due date. The new due date 
was 39 time units. This value corresponds to the earliest due 
date of projects used in the previous test group. 

If not all tasks can be completed by due date, then the Tmax, 
Tsum, and Usum objective functions can become competitors of 
each other or even reinforce each other's effect. In such cases, 
the following questions can be formed: If due date overrun is 
unavoidable, would it be more acceptable to have several small 
delays or fewer large delays? Alternatively, would it be 
advisable to minimize the total number of tardy delays? 

Table XIII. shows the tested objective function priority 
considerations and the measured objective function values. 
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was expected because if there is a certain delay, then the value 
of Lmax is greater than zero and equals the value of Tmax. 

In tests 20, 21, and 22, Tmax, Tsum, and Usum individually 
provided better results from their own perspectives than the 
solutions achieved with the other two. When used together in 
the system, these objective functions can produce compromise 
solutions. Test 22 provides an example of this situation. 

In tests 23, 24, and 25, three selected objective functions 
were set in such a way that one function has a priority value of 
10, while the priority of the other two was set to 1. The results 
show that the higher priority had an impact on the search, 
which is reflected in the results as well. 
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Cmax. In the 9th and 10th tests the Csum objective function has 
not been considered, that is why the priority has been set to 
zero. It can be observed that this favored the computed results 
of Cmax (first 287 and 284, then 283 and 280). In the 10th test 
series, the best value for Cmax was influenced by the Lmax 
objective function. This generated earliness and resulted in an 
improvement in Cmax. In the 11th test, only Csum was considered 
while adhering to the deadlines. Here, Tsum alone managed to 
keep the deadline overrun at zero. The value of Csum decreased 
quite well. A better value than this was only achieved in 
previous tests when the Csum objective function was used 
independently (6th test). 

C. Alternative way to model due date of a project 
The due-date modelling of a project was modified in the next 

test group. In the alternative modelling the project completion 
due date was set as task due date for every task associated with 
the given project. The correctness of this modification is not 
affected because if task-level due dates were not otherwise 
specified, the project completion deadline can be considered as 
the maximum task deadline for all tasks within the given 
project. 

Table XII. presents the considered objective function 
priorities and the calculated objective function values. 
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was 73819, while in this test it decreased to 73797. 

The achieved results confirm that the formulation of the task 
greatly influences the quality of the solution, thus justifying the 
use of sophisticated optimization models. 

D. Evaluation of tardy projects  
In this test group, the investigation focused on how the 

algorithm handles the scenario where delays are unavoidable. 
To evaluate this circumstance, in this test group the initial 
scheduling problem was enhanced with additional data. The 
due dates of tasks were modified compared to the task used in 
the second test group. A single common due date was set for 
all tasks of the four projects with due date. The new due date 
was 39 time units. This value corresponds to the earliest due 
date of projects used in the previous test group. 

If not all tasks can be completed by due date, then the Tmax, 
Tsum, and Usum objective functions can become competitors of 
each other or even reinforce each other's effect. In such cases, 
the following questions can be formed: If due date overrun is 
unavoidable, would it be more acceptable to have several small 
delays or fewer large delays? Alternatively, would it be 
advisable to minimize the total number of tardy delays? 

Table XIII. shows the tested objective function priority 
considerations and the measured objective function values. 
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The results of tests 18 and 19 are completely identical. This 

was expected because if there is a certain delay, then the value 
of Lmax is greater than zero and equals the value of Tmax. 

In tests 20, 21, and 22, Tmax, Tsum, and Usum individually 
provided better results from their own perspectives than the 
solutions achieved with the other two. When used together in 
the system, these objective functions can produce compromise 
solutions. Test 22 provides an example of this situation. 

In tests 23, 24, and 25, three selected objective functions 
were set in such a way that one function has a priority value of 
10, while the priority of the other two was set to 1. The results 
show that the higher priority had an impact on the search, 
which is reflected in the results as well. 

From tests 24 and 25, an important conclusion can be drawn 
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that appropriately chosen priority values can achieve better 
results in the given scenario than the values achievable by 
individually applied objective functions. 

 

VI. CONCLUSION AND FUTURE WORK 
This paper presented an extended model to solve complicated 

project scheduling problems. An optimization model is 
proposed to define the mathematical model of the investigated 
problem class, which involves diverse resources, projects, and 
tasks characterized by unique attributes, interdependencies, 
and constraints. The proposed model can also accommodate a 
flexible system of various objective functions, whose elements 
can include customized optimization direction and priority 
value. A novel decision-making framework is also presented. 
The solving approach integrates metaheuristic search 
strategies, constructive algorithms, and multi-objective 
relative comparison models. 

In this paper, the focus was set to performance tests that were 
executed on a new multi- objective resource-constrained multi-
project scheduling problem. To evaluate the performance of 
the proposed method, six objective functions were 
investigated. The priorities of these objective functions were 
adjusted, and the numerical result of the tests were evaluated. 
The summarized numerical results proved that the presented 
hybrid method performs very well. The calibrated priorities of 
the objective functions effectively control the searching of the 
best values for the active objective functions. The obtained 
results of the performance evaluation tests executed on the 
created RCMOMPSP problem express that MOSM method is 
efficient, robust, and flexible. Therefore, our work has 
achieved the research objectives. The obtained running results 
demonstrate that the proposed method is effectively capable of 
solving multi-objective, multi-project scheduling problems. 

The proposed model flexibly adapts to changing 
optimization objectives. The applied many-objective 
optimization model based on relative qualification is able to 
solve effectively the many-aspect decision-making problems 
that focuses on selecting the next candidates in the search 
method based on previous evaluated results. 

The concrete algorithms used in the decision-making phases 
can be easily exchanged. An excellently important feature of 
the investigated approach is that the searching process relies 
only on problem-independent information. A direct 
consequence of this fact is that the approach can be used in the 
case of any scheduling problem. In general, it can be stated that 
any effective permutation-oriented search metaheuristic 
algorithm is able to iteratively drives the schedule generation 
scheme by modifying the control sequence of tasks. The 
generation scheme has a very important role in this approach. 
Constructing the complete schedule means a reactive 
simulation that is encapsulates the constraint of the concrete 
problem type by making the search algorithm independent of 
the problem-specific constraints. 

In practice, software developers can utilize the advantages of 
this separated and independent resolution of the necessary 
decision-making phases that support making up flexible 

software systems and cyber-physical systems. The wide 
applicability of the proposed optimization model for the 
extended many-project scheduling problem class is ensured by 
its formulation in such a way that the individual or system-
oriented objective functions, constraints and attributes can also 
be taken into account. This paper offers a validated solving 
method for developers to realize practical scheduling 
applications for solving a wide variety of scheduling problems. 
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Abstract— The rapid advancement of technology and the 
increasing complexity of cyber threats have necessitated the 
development of more sophisticated security measures. This 
paper presents a structured analysis of how artificial 
intelligence (AI) methods enhance the accuracy, adaptability, 
and efficiency of Intrusion Detection Systems (IDS). Different 
AI approaches, including machine learning, deep learning, and 
reinforcement learning are categorized and evaluated,
highlighting their practical applications and limitations. The 
main focus is on enhancing the detection capabilities of IDS. By 
examining supervised, unsupervised, and reinforcement 
learning approaches, the study highlights how these methods 
can improve the accuracy, efficiency, and adaptability of IDS in 
identifying both known and novel threats. Additionally, the 
paper addresses the challenges associated with AI-based IDS, 
such as the need for extensive datasets, computational demands, 
and vulnerability to adversarial attacks. The findings 
underscore the transformative impact of AI on IDS and suggest 
directions for future research to further advance the field. With 
the exponential growth of Internet of Things (IoT) devices, 
securing networked environments has become increasingly 
challenging due to their resource constraints, diverse 
communication protocols, and exposure to cyber threats.
Lightweight IDS models may provide solutions for the 
computational overhead, the scalability and privacy issues. This 
overview aims to serve as a valuable resource for researchers 
and practitioners seeking to leverage AI to bolster cybersecurity 
defenses. This paper not only provides a historical perspective 
but also critically analyzes current advancements and future 
research directions with a particular focus on IoT security and 
lightweight intrusion detection models.
Index Terms—Information security. Intrusion detection,

Artificial intelligence, Machine learning

I. INTRODUCTION

A. Background
N cybersecurity, "intrusion" refers to any unauthorized 

access or attempt to gain access to a computer system, 
network, or data. This can include exploiting vulnerabilities to 
access sensitive information, installing malicious software, or 
disrupting normal operations. Intrusions can range from simple 
unauthorized logins to sophisticated, multi-stage attacks 
involving malware, phishing, or advanced persistent threats. 

This paragraph of the first footnote will contain the date on which you 
submitted your paper for review. This work was supported in part by University 
of Miskolc, grant No. xxxxxxxxxxxxxxxxxxx

The goal of Intrusion Detection Systems (IDS) is to identify and 
alert on such activities to help protect against data breaches and 
other security incidents.

The concept of detecting intrusions has been part of computer 
security efforts since the early days of computer networking. 
One of the first recorded intrusion detection systems, called 
"Cops" (Computer Oracle and Password System) was
developed in the 1980s [1]. It was a collection of programs to 
warn the users of potential problems.

The IDS field matured after this period as computer security 
specialists increasingly understood the need to detect and 
respond to malicious activities in networks, ultimately leading 
to the more advanced and intelligent systems used today.

In the past decades, the rapid advancement of information 
technology has significantly transformed various industries and 
aspects of human life. Computer networks are necessary in 
business, industry, and everyday activities, necessitating the 
development of reliable and secure networks. However, this 
technological progress has also introduced numerous 
challenges, particularly in ensuring the availability, integrity, 
and confidentiality of network resources.

Among the various threats to network security, Denial of 
Service (DoS) attacks [63] stand out as particularly damaging. 
DoS attacks aim to disrupt the availability of services to end 
users by overwhelming network resources and systems with 
excessive, illegitimate requests. This type of attack first gained 
widespread attention in 2000 when Yahoo became one of the 
earliest high-profile victims. Today, web services and social 
media platforms are frequent targets of such attacks.

In addition to DoS attacks, other forms of cyber threats, such 
as Remote to Local (R2L) and User to Root (U2R) attacks, pose 
significant risks. R2L attacks involve an external attacker 
gaining local access rights to network resources that are 
typically restricted to local users, often exploiting 
vulnerabilities in services like file servers. U2R attacks, on the 
other hand, involve granting privileges from a normal user to a 
root user, providing full access to system resources to the 
attacker.

Cyber threats' dynamic and evolving nature makes it 
challenging for all attack types to use fixed, traditional security 
measures. Consequently, Intrusion Detection Systems have 
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become an essential part of network security, developed to 
monitor network traffic and issue alerts upon detecting 
suspicious activities. IDS can be implemented as host-based 
systems, monitoring specific devices, or as network-based 
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become an essential part of network security, developed to 
monitor network traffic and issue alerts upon detecting 
suspicious activities. IDS can be implemented as host-based 
systems, monitoring specific devices, or as network-based 
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systems, overseeing all network traffic. These systems are 
further categorized into anomaly-based and misuse-based IDS. 
Anomaly-based IDS detects attacks by comparing current 
traffic patterns against established baselines of normal 
behavior, offering the advantage of identifying novel attacks 
but often generating higher false positive rates. Misuse-based 
IDS rely on known attack signatures, effectively identifying 
known threats but potentially missing new, unknown attack 
vectors.

The structure of the rest of the paper is as follows: an
overview of the historical development of IDS is presented, 
highlighting key milestones and technological shifts that have 
shaped modern security approaches. Following this, various AI 
methodologies applied in IDS, including supervised, 
unsupervised, and reinforcement learning techniques, are 
examined, with their strengths, limitations, and practical 
applications discussed.

A significant portion of the paper is dedicated to addressing 
the challenges and emerging trends in AI-driven IDS, 
particularly within the context of IoT security. The increasing 
demand for lightweight IDS models is analyzed, emphasizing 
their importance in resource-constrained environments. Critical 
factors such as computational efficiency, energy consumption, 
scalability, and real-time performance are evaluated. Recent 
advancements in edge computing, federated learning, and 
adversarial defense mechanisms are also explored, 
demonstrating their role in improving IDS effectiveness in 
modern cyber-physical systems. The paper concludes with a 
discussion on future research directions and open challenges in 
AI-driven IDS.

B. The goal of the paper
The primary goal of this paper is to provide a comprehensive 

and structured analysis of how artificial intelligence (AI) 
methods enhance the detection capabilities, adaptability, and 
efficiency of Intrusion Detection Systems (IDS), with a specific 
focus on IoT security. The paper aims to categorize and 
evaluate different AI approaches—including machine learning, 
deep learning, and reinforcement learning—highlighting their 
practical applications, strengths, and limitations in intrusion 
detection.

lightweight IDS models to address issues related to 
computational overhead, scalability, and privacy concerns, 
ensuring that AI-based IDS solutions remain viable for IoT 
networks. Additionally, the study compares various AI 
techniques and examines their effectiveness in identifying both 
known and novel cyber threats.

Another objective is to establish a set of evaluation criteria 
for IoT-based IDS, ensuring that security solutions can be 
measured against essential performance and efficiency 
benchmarks.

II. HISTORY OF IDS

A. Main milestones
Intrusion Detection Systems have emerged as a fundamental 

component of cybersecurity, evolving significantly since their 
inception. The historical development of IDS provides a
valuable overview of how these systems have adapted to the 
ever-changing landscape of cyber threats. From the early days 
of simple anomaly detection methods to the sophisticated, 
multi-layered defense mechanisms we see today, the history of 
IDS reflects the growing complexity and sophistication of both 
cyber-attacks and the technologies developed to counter them. 
Table I gives an overview of the significant milestones of IDS.

The concept of intrusion detection systems was first 
introduced by James Anderson in his seminal paper [3], which 
laid the foundation of understanding how monitoring system 
logs could help to detect unauthorized access to computer 
systems. 

B. Early ages
This early concept focused on investigating audit trails to 

identify anomalies indicative of security breakings. The 
Intrusion Detection Expert System (IDES) was developed at 
SRI International's Computer Science Lab by Denning and 
Neumann in 1987 [4]. IDES was one of the first practical 
implementations of an IDS, designed to detect intrusions in 
real-time by analyzing system logs and network traffic for 
suspicious activity. It used statistical methods for reducing and 
analyzing audit trails [5]. After reengineering the prototype, the 
so-called Next-Generation Intrusion Detection Expert System 
(NIDES) was created to reach the production quality of the 
system. The observed behavior of the individual’s system usage 
was compared to a profile-based value [6].

C. Commercial systems
„Haystack” was the first commercial IDS developed for the 

US Air Force in 1990. It marked the transition of IDS from 
research to practical application, providing real-time 
monitoring and alerting for potential security breaches within 
network environments [2].

D. Network-based IDS
1994 saw the Deployment of Network-based IDS (NIDS) 

which started to become widely recognized in the mid-1990s. 
These systems monitor network traffic in real-time, analyzing 

TABLE I
MILESTONES OF IDS

Year Milestone

1980 First IDS concept by James Anderson
1987 Development of IDES at SRI International
1990 First commercial IDS: Haystack
1994 Deployment of Network-based IDS (NIDS)
1999 DARPA IDS Evaluation Dataset
2000 Launch of Snort, an open-source IDS
2003 Introduction of anomaly-based IDS
2005 Commercial use of machine learning in IDS
2010 Widespread adoption of SIEM systems
2015 Rise of AI-driven IDS solutions
2020 Integration of IDS with cloud security

trends in AI-driven IDS, particularly in resource-constrained 
A key objective is to analyze the challenges and emerging packet data to detect suspicious patterns that may indicate an 

attack [7]. The deployment of NIDS expanded the scope of IDS 
from individual host monitoring to entire network segments.IoT environments. The paper discusses the necessity of 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 2

systems, overseeing all network traffic. These systems are 
further categorized into anomaly-based and misuse-based IDS. 
Anomaly-based IDS detects attacks by comparing current 
traffic patterns against established baselines of normal 
behavior, offering the advantage of identifying novel attacks 
but often generating higher false positive rates. Misuse-based 
IDS rely on known attack signatures, effectively identifying 
known threats but potentially missing new, unknown attack 
vectors.

The structure of the rest of the paper is as follows: an
overview of the historical development of IDS is presented, 
highlighting key milestones and technological shifts that have 
shaped modern security approaches. Following this, various AI 
methodologies applied in IDS, including supervised, 
unsupervised, and reinforcement learning techniques, are 
examined, with their strengths, limitations, and practical 
applications discussed.

A significant portion of the paper is dedicated to addressing 
the challenges and emerging trends in AI-driven IDS, 
particularly within the context of IoT security. The increasing 
demand for lightweight IDS models is analyzed, emphasizing 
their importance in resource-constrained environments. Critical 
factors such as computational efficiency, energy consumption, 
scalability, and real-time performance are evaluated. Recent 
advancements in edge computing, federated learning, and 
adversarial defense mechanisms are also explored, 
demonstrating their role in improving IDS effectiveness in 
modern cyber-physical systems. The paper concludes with a 
discussion on future research directions and open challenges in 
AI-driven IDS.

B. The goal of the paper
The primary goal of this paper is to provide a comprehensive 

and structured analysis of how artificial intelligence (AI) 
methods enhance the detection capabilities, adaptability, and 
efficiency of Intrusion Detection Systems (IDS), with a specific 
focus on IoT security. The paper aims to categorize and 
evaluate different AI approaches—including machine learning, 
deep learning, and reinforcement learning—highlighting their 
practical applications, strengths, and limitations in intrusion 
detection.

lightweight IDS models to address issues related to 
computational overhead, scalability, and privacy concerns, 
ensuring that AI-based IDS solutions remain viable for IoT 
networks. Additionally, the study compares various AI 
techniques and examines their effectiveness in identifying both 
known and novel cyber threats.

Another objective is to establish a set of evaluation criteria 
for IoT-based IDS, ensuring that security solutions can be 
measured against essential performance and efficiency 
benchmarks.

II. HISTORY OF IDS

A. Main milestones
Intrusion Detection Systems have emerged as a fundamental 

component of cybersecurity, evolving significantly since their 
inception. The historical development of IDS provides a
valuable overview of how these systems have adapted to the 
ever-changing landscape of cyber threats. From the early days 
of simple anomaly detection methods to the sophisticated, 
multi-layered defense mechanisms we see today, the history of 
IDS reflects the growing complexity and sophistication of both 
cyber-attacks and the technologies developed to counter them. 
Table I gives an overview of the significant milestones of IDS.

The concept of intrusion detection systems was first 
introduced by James Anderson in his seminal paper [3], which 
laid the foundation of understanding how monitoring system 
logs could help to detect unauthorized access to computer 
systems. 

B. Early ages
This early concept focused on investigating audit trails to 

identify anomalies indicative of security breakings. The 
Intrusion Detection Expert System (IDES) was developed at 
SRI International's Computer Science Lab by Denning and 
Neumann in 1987 [4]. IDES was one of the first practical 
implementations of an IDS, designed to detect intrusions in 
real-time by analyzing system logs and network traffic for 
suspicious activity. It used statistical methods for reducing and 
analyzing audit trails [5]. After reengineering the prototype, the 
so-called Next-Generation Intrusion Detection Expert System 
(NIDES) was created to reach the production quality of the 
system. The observed behavior of the individual’s system usage 
was compared to a profile-based value [6].

C. Commercial systems
„Haystack” was the first commercial IDS developed for the 

US Air Force in 1990. It marked the transition of IDS from 
research to practical application, providing real-time 
monitoring and alerting for potential security breaches within 
network environments [2].

D. Network-based IDS
1994 saw the Deployment of Network-based IDS (NIDS) 

which started to become widely recognized in the mid-1990s. 
These systems monitor network traffic in real-time, analyzing 

TABLE I
MILESTONES OF IDS

Year Milestone

1980 First IDS concept by James Anderson
1987 Development of IDES at SRI International
1990 First commercial IDS: Haystack
1994 Deployment of Network-based IDS (NIDS)
1999 DARPA IDS Evaluation Dataset
2000 Launch of Snort, an open-source IDS
2003 Introduction of anomaly-based IDS
2005 Commercial use of machine learning in IDS
2010 Widespread adoption of SIEM systems
2015 Rise of AI-driven IDS solutions
2020 Integration of IDS with cloud security
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A key objective is to analyze the challenges and emerging packet data to detect suspicious patterns that may indicate an 

attack [7]. The deployment of NIDS expanded the scope of IDS 
from individual host monitoring to entire network segments.IoT environments. The paper discusses the necessity of 
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NIDS are typically deployed at strategic points within the 
network, such as at the gateway or in front of critical servers. 
They continuously capture and inspect packets traversing the 
network in real-time. NIDS uses predefined signatures or 
patterns of known threats to identify potential attacks. These 
signatures are similar to virus definitions used in antivirus 
software. When a packet matches a known signature, an alert is 
generated. In addition to signature-based methods, some NIDS 
employ anomaly-based detection. This approach involves 
creating a baseline of normal network behavior and flagging 
deviations from this norm as potential threats. Anomaly 
detection can help identify novel or previously unknown 
attacks.

There are challenges to NDIS. The biggest one is the high 
volume of data. NIDS needs to process large volumes of 
network traffic, which can be resource-intensive and may result 
in performance bottlenecks. Anomaly-based detection methods 
can generate false positives, where normal traffic is incorrectly 
flagged as malicious. The increasing use of encryption for 
network traffic can block NIDS's ability to inspect packets' 
content.

E. DARPA
The DARPA Intrusion Detection Evaluation Dataset, created 

by MIT Lincoln Laboratory in 1999, became a benchmark for 
testing and evaluating IDS performance. This dataset provided 
a standardized set of network traffic data containing both 
normal and malicious activities, enabling researchers to assess 
the effectiveness of various IDS approaches. The dataset 
records all network traffic, including the entire payload of each 
packet, in tcpdump format to enable comprehensive evaluation. 
It includes sniffed network traffic, Solaris BSM audit data, 
Windows NT audit data (for the DARPA 1999 dataset), and file 
system snapshots to identify intrusions against a test network 
composed of real and simulated machines. Background traffic 
was artificially generated, while attacks targeted real machines
[8].

The dataset categorizes attacks into five main classes: 
Probe/Scan attacks, which scan networks to find valid IP 
addresses, active ports, OS types, and vulnerabilities; Denial of 
Service (DoS) attacks, which disrupt host or network services; 
Remote to Local (R2L) attacks, where an attacker gains local 
access without an account; User to Remote (U2R) attacks, 
where a local user obtains superuser or administrator privileges; 
and Data attacks, which involve exfiltration of sensitive files.

Despite its value, the DARPA dataset has faced criticism for 
its synthetic nature [12], which does not fully represent real-
world traffic, and its limited representation of attack types, 
which may not reflect recent or diverse attack vectors. 
Additionally, performance evaluated with the DARPA 1999 
dataset may not predict IDS effectiveness against modern 
threats or different network infrastructures.

Nevertheless, the DARPA dataset remains a significant tool 
for IDS research due to its detailed attack scenarios and 
comprehensive traffic records. It underscores the challenges of 
modeling network traffic and the need for continuous updates 

to reflect evolving threats and user behaviors. While more 
realistic datasets are needed for future research, the DARPA 
dataset's availability has been crucial for developing and 
evaluating IDS technologies.

F. SNORT
Snort, developed by Martin Roesch and released in 2000,

revolutionized the IDS by providing a flexible, and open-source 
IDS tool. Snort's rule-based detection engine allowed users to 
write custom rules for identifying specific attack patterns, 
making it widely adopted in both academic and commercial 
environments. Snort is also recognized for its significant 
prevention capabilities, being the pioneer of the Intrusion 
Detection and Prevention System (IDPS) that supports both 
IDS and IPS modes, with significant prevention capabilities. As 
a Network Intrusion Detection and Prevention System 
(NIDPS). Snort is easy to configure and can effectively monitor 
network traffic. It compares received packets against known 
attack signatures and logs of detected attacks. In its IPS mode, 
Snort not only detects but also actively blocks malicious 
packets, preventing potential threats from causing harm to the 
network.

Snort uses Libpcap for packet capturing, followed by a 
decoder to interpret the captured packets. The preprocessor 
normalizes these packets, converting the traffic into a form that 
the detection engine can understand. The detection engine then 
applies predefined rules to identify and respond to malicious 
packets. In IPS mode, Snort’s ability to block malicious packets 
in real time enhances its prevention capabilities, making it a 
crucial tool for network security.

Developed in 1998 and continually updated by an active 
community, Snort [9] remains relevant in modern network 
security. Despite lacking a Graphical User Interface, this 
limitation can be addressed with open-source visualization 
tools. With the introduction of the multi-threaded variant, Snort 
3 further enhances its efficiency and capability in preventing 
network intrusions.
G. Anomaly-based IDS

Anomaly-based IDS approaches were introduced to detect 
unknown attacks by identifying deviations from established 
normal behavior patterns [10]. These systems use statistical 
models, machine learning, and other techniques to learn what 
constitutes normal activity and flag any deviations as potential 
threats. This approach is particularly effective against novel 
attacks that do not match any known signatures.

H. Machine Learning
Commercial use of Machine Learning (ML) in IDS appeared 

in 2005 [11]. By this time, machine learning techniques began 
to be integrated into commercial IDS products. These 
techniques improved the accuracy of intrusion detection by 
enabling systems to learn from historical data [13] and adapt to 
evolving threat landscapes. Machine learning-based IDS [12]
[14] could better identify complex attack patterns and reduce 
false positive rates. The following chapter will give an 
overview of the most common methods
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I. SIEM
Another milestone in 2010 was the widespread adoption of 

Security Information and Event Management (SIEM) systems:
tools in modern cybersecurity, designed to provide 
comprehensive monitoring, detection, and response capabilities
[15]. They work by aggregating, correlating, and analyzing 
security data from various sources within an IT infrastructure. 
The primary goal of SIEM systems is to detect potential 
security threats, ensure compliance with regulatory 
requirements, and offer a centralized view of an organization's 
security posture.

SIEM systems collect data from multiple sources such as 
firewalls, intrusion detection/prevention systems (IDS/IPS), 
antivirus software, and other security devices. This data is 
normalized to maintain a consistent format, facilitating easier 
analysis. Once collected, the data is correlated to identify 
patterns that might indicate security threats. This correlation 
process links events from different systems to provide context 
and identify potential incidents, often based on predefined rules 
and policies.

Real-time monitoring is a critical function of SIEM systems, 
which continuously monitor network traffic and system 
activities for signs of malicious behavior. When potential 
threats are detected, the system generates alerts based on 
predefined thresholds and anomaly detection mechanisms. 
These alerts prompt security personnel to investigate further.

Incident response is another vital component of SIEM 
systems. They can automate responses to certain types of 
incidents by executing predefined actions such as blocking IP 
addresses or isolating affected systems. For more complex 
incidents, security teams use SIEM systems to investigate 
alerts, analyze the context, and determine appropriate response 
actions. SIEM systems also provide robust log management 
capabilities. They store logs from various sources for extended 
periods, which is crucial for compliance audits, forensic 
investigations, and trend analysis. Advanced search 
functionalities allow security analysts to quickly query logs and 
retrieve relevant information.

SIEM systems enhance an organization’s ability to detect, 
respond to, and manage security threats, playing a crucial role 
in maintaining a robust security posture.

J. AI-driven solutions
The rise of artificial intelligence (AI) and advanced analytics 

led to the development of AI-driven IDS solutions. These 
systems leverage deep learning, neural networks, and other AI 
technologies to detect sophisticated attacks with higher 
accuracy. AI-driven IDS can identify patterns and anomalies 
that traditional methods might miss, providing enhanced 
security insights. The following section will overview these 
methods.

K. Cloud security
With the increasing adoption of cloud computing, IDS 

solutions began to integrate with cloud security platforms 
around 2020. These integrated solutions provide 
comprehensive security monitoring across on-premises and 

cloud environments [16]. They address the unique challenges 
of cloud security, such as elastic scaling and dynamic 
infrastructure, ensuring continuous protection against cyber 
threats.

These milestones highlight the significant advancements in 
IDS technology over the years, reflecting the ongoing efforts to 
enhance network security and protect against evolving cyber 
threats.

III. MACHINE LEARNING AND ARTIFICIAL INTELLIGENCE

A. ML Methods
Machine learning and artificial intelligence approaches in 

intrusion detection systems comprise a wide range of 
techniques. ML methods rely on labeled data to train models 
that can classify network traffic as normal or malicious. 
Unsupervised learning techniques help identify patterns and 
anomalies in data without requiring labeled examples. Semi-
supervised learning uses a small amount of labeled data to make 
use of a larger unlabeled dataset. Reinforcement learning is 
used to perform optimal actions for maximizing cumulative 
rewards in dynamic environments.

Fig. 1.  Machine Learning methods in IDS

1) Decision trees
Th use of Decision trees technique IDS is popular due to their 

simplicity, interpretability, and efficiency in classifying 
network traffic. Decision trees operate by recursively 
partitioning the data into subsets based on the value of input 
features. This creates a tree-like model of decisions. Each node 
in the tree represents a feature, each branch represents a 
decision rule, and each leaf node represents an outcome or class 
label.

In the context of IDS, decision trees are used to analyze 
network traffic and identify patterns that distinguish normal 
activity from malicious activity. The process typically begins 
with the collection of network data, which is then pre-processed 
to handle missing values, noise, and irrelevant features. The 
decision tree algorithm is trained on this pre-processed data, 
learning the decision rules that best separate normal traffic from 
various types of attacks.

One of the key advantages of using decision trees in IDS is 
their ability to handle both categorical and numerical data, 
making them versatile for analyzing different types of network 
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features. Moreover, decision trees can be easily visualized, 
allowing security analysts to understand the decision-making 
process and interpret the results. 

The application of a C4.5-based decision tree for detecting 
intrusions in imbalanced datasets is demonstrated by [22]. Their 
approach involves using a supervised relative random sampling 
technique to balance the data before training the decision tree, 
which helps improve detection accuracy for minority attack 
classes. This method achieved high accuracy on benchmark 
datasets like NSL-KDD and CICIDS2017, proving the 
effectiveness of decision trees in handling real-world IDS 
challenges. This approach underscores the adaptability of 
decision trees in different IDS scenarios, from simple binary 
classification of attacks to more complex multi-class problems. 
Additionally, [23] highlights the use of decision trees for both 
binary and multiclass classification in IDS.  

Decision trees can provide a robust framework for intrusion 
detection by leveraging their inherent interpretability and 
ability to model complex decision boundaries. Their application 
in IDS continues to evolve, integrating with advanced 
techniques to improve detection rates and reduce false 
positives. 
2) Random forest 

In IDS applications, Random Forests are particularly 
effective in classifying network traffic and detecting anomalies, 
which helps in identifying potential security threats. It is 
valuable for its accuracy, and ability to handle large datasets 
with a high number of dimensions. Random Forest is a 
collective learning method that builds multiple decision trees 
during training and merges their results to improve 
classification accuracy and control overfitting. Each decision 
tree in the forest is trained on a random subset of the training 
data with replacement (bootstrap sampling), and a random 
subset of features is used for splitting at each node. The final 
classification is determined by majority voting among the trees, 
which enhances the model's generalization capability and 
stability. 

In the field of IDS, Random Forests have shown significant 
improvements in detection accuracy and reduction in false 
positives. For example, research conducted on the NSL-KDD 
dataset demonstrated that Random Forest models achieve high 
accuracy and stability in detecting various types of network 
attacks [19]. The study revealed that the model could handle 
imbalanced datasets effectively, which is crucial for IDS where 
the number of normal traffic samples often far exceeds that of 
attack samples. 

Enhanced versions of Random Forest, combined with 
techniques like the Synthetic Minority Over-sampling 
Technique (SMOTE), further improve the detection 
performance by addressing the class imbalance. These 
enhancements help in generating more balanced training 
datasets, leading to better classification of minority classes (i.e., 
attack types). Additionally, studies have optimized Random 
Forest models by integrating feature selection methods to 
identify the most relevant features for intrusion detection, 
which boosts the model's accuracy and reduces computational 
complexity. In [20] Boruta feature selection was used with RF, 

providing some worse accuracy but at reduced memory usage. 
Boruta aims to find all features that are relevant for prediction 
can be computationally expensive, especially with large 
datasets [21]. 
3) Support Vector Machines 

Support Vector Machine (SVM) is a machine learning 
technique used in intrusion detection systems in classifying 
network traffic. SVMs are particularly effective for IDS 
because they can handle high-dimensional data and provide a 
clear decision boundary between normal and malicious 
activities. SVMs are employed to detect intrusions by learning 
the characteristics of both normal and attack traffic. The SVM 
algorithm works by mapping input features into a high-
dimensional space and finding the hyperplane that best 
separates the different classes of data. This makes SVMs highly 
effective for binary classification tasks commonly found in 
intrusion detection, where the goal is to distinguish between 
benign and malicious traffic. 

One significant application of SVMs in IDS is detailed in a 
comprehensive survey of their use on the KDDCUP'99 and 
NSL-KDD datasets. This research highlights how SVMs can 
achieve high detection accuracy and low false positive rates by 
efficiently learning the distinctions between normal and attack 
behaviors in network traffic. The study emphasizes that SVMs 
perform well in various IDS scenarios, from detecting known 
attack patterns to identifying novel threats by modeling normal 
behavior and spotting deviations [24]. 

Another notable application is the use of One-Class Support 
Vector Machines (OCSVM) in anomaly-based Intrusion 
Detection Systems. OCSVM is particularly useful when only 
normal data is available for training. It works by constructing a 
hyperplane that separates normal data from potential anomalies. 
This method is advantageous in environments where labeled 
attack data is scarce or hard to obtain. Research combining 
OCSVM with autoencoders for feature extraction has shown 
improved detection rates, demonstrating the effectiveness of 
SVM in semi-supervised learning scenarios for IDS [25]. 
4) Neural Networks 

Traditional neural networks, specifically Multi-Layer 
Perceptrons (MLPs), are widely used in intrusion detection 
systems that rely on labeled datasets. These networks consist of 
multiple layers of neurons, including an input layer, one or 
more hidden layers, and an output layer. For each layer each 
neuron is connected to every neuron in the next layer, with each 
connection having a weight that is adjusted during training. 

In IDS applications, MLPs are trained on labeled datasets 
where each instance of network traffic is marked as either 
normal or malicious. The network learns to map input features 
to the correct labels through a process of forward propagation, 
where inputs are passed through the network to produce an 
output, and backpropagation, where errors are propagated back 
through the network to adjust the weights. 

For example, [26] utilized an MLP trained on the KDD CUP 
99 dataset, achieving high accuracy in detecting various types 
of network intrusions. Another study [28] demonstrated that 
MLPs, when trained on labeled datasets like NSL-KDD, could 
effectively distinguish between different types of attacks, 
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providing a reliable method for intrusion detection. [27] 
compared MLP networks having different structures and 
achieved a detection accuracy of 95.6%. 

These studies show that traditional neural networks, when 
properly trained on labeled datasets, can achieve significant 
performance in identifying and classifying network intrusions, 
thereby enhancing the security of network systems. 
5) Naive Bayes 

Naive Bayes is a probabilistic classifier based on Bayes' 
theorem, assuming independence among predictors. In 
intrusion detection systems using labeled datasets, Naive Bayes 
is employed to classify network traffic as normal or malicious 
by calculating the probability of each class given the input 
features. [29] investigated Naive Bayes' efficacy in IDS by 
training on the NSL-KDD 99 dataset. The classifier effectively 
identified various types of intrusions with high accuracy due to 
its simplicity and efficiency in handling large datasets. [30] 
highlighted the use of Naive Bayes in conjunction with feature 
selection methods, which improved the detection performance 
on the NSL-KDD dataset. The classifier's ability to handle 
categorical and numerical data made it suitable for various IDS 
applications, ensuring quick and accurate detection of network 
threats. [31] underscore Naive Bayes' role in IDS, leveraging its 
simplicity and effectiveness in processing labeled datasets to 
provide reliable network security. 
6) K-Nearest Neighbors 

K-Nearest Neighbors (kNN) is a simple, instance-based 
learning algorithm used in intrusion detection systems to 
classify network traffic using labeled datasets. The algorithm 
classifies a data point based on the majority class of its k nearest 
neighbors in the feature space.  

The process starts with calculating the distance between the 
input data point and all points in the training set. Common 
distance metrics include Euclidean, Manhattan, and Minkowski 
distances. The k smallest distances are identified, and the class 
labels of these k nearest neighbors are retrieved. The input data 
point is then assigned the class that appears most frequently 
among these neighbors. 

In IDS applications, kNN is effective for detecting various 
types of network intrusions. [32] investigated the algorithm's 
accuracy on the KDD CUP 99 dataset. The flexibility of KNN 
allows it to adapt to different types of network traffic and 
attacks, making it suitable for dynamic IDS environments. [33] 
highlighted KNN's ability to classify network activities 
efficiently using the NSL-KDD dataset, emphasizing the 
importance of selecting an appropriate k value and distance 
metric for optimal performance. 
7) Logistic regression 

Logistic regression is a statistical method used in IDS for 
binary classification tasks, distinguishing between normal and 
malicious network traffic using labeled datasets. The algorithm 
models the probability that a given input belongs to a particular 
class by applying a logistic function to a linear combination of 
input features. 

In logistic regression, the algorithm learns the weights of 
input features during training to maximize the likelihood of 
correctly classifying the training data. The logistic function 

𝐿𝐿(𝑥𝑥) =  1
1+𝑒𝑒−𝑥𝑥, or – in neural network context often called as 

sigmoid function – maps the output to a probability between 0 
and 1, which can be thresholded to decide the class label. 

For IDS applications, logistic regression is employed to 
analyze network traffic features and predict the likelihood of an 
intrusion. [34] showed that logistic regression, when trained on 
the NSL-KDD dataset, effectively identified various types of 
network attacks with high accuracy. [35] demonstrated that 
logistic regression with multinominal regression model could 
enhance detection performance and reduce misclassification. 
8) Semi-supervised learning techniques 

Self-training and co-training are semi-supervised learning 
techniques used in intrusion detection systems to leverage both 
labeled and unlabeled data, enhancing detection performance 
without relying solely on extensive labeled datasets. Self-
training involves an iterative process where an initial model is 
trained on a small, labeled dataset. This trained model then 
classifies the unlabeled data, and the high-confidence 
predictions are added to the labeled dataset as pseudo-labels. 
The model is retrained using this expanded dataset, iterating 
this process to gradually improve its accuracy. For example, 
[36] demonstrated that self-training improved IDS performance 
by generating more reliable pseudo-labels through uncertainty 
reduction techniques, such as using similarity graphs and graph 
convolutional networks to enhance the confidence and accuracy 
of predictions. 

Co-training, on the other hand, uses two or more classifiers 
trained on different views or subsets of the features. Initially, 
each classifier is trained on a labeled dataset. Each classifier 
then labels the unlabeled data, and the most confident 
predictions from one classifier are added to the training set of 
the other classifier. This mutual reinforcement continues 
iteratively, improving the robustness of the model. Research 
has shown that co-training can significantly enhance IDS 
performance by combining classifiers' strengths and using 
ensemble methods to improve classification accuracy and 
reduce false positives [37]. 

These techniques are beneficial in IDS applications as they 
allow for the utilization of large amounts of unlabeled data, 
which is easier and cheaper to obtain than labeled data. By 
iteratively refining their models, self-training and co-training 
help IDS systems detect both known and unknown intrusions 
more effectively. 
9) K-means clustering  

K-means clustering is an unsupervised learning algorithm 
used for partitioning a dataset into distinct groups or clusters. In 
the context of intrusion detection systems, K-means clustering 
is applied to identify patterns in network traffic, distinguishing 
between normal and potentially malicious activities based on 
feature similarities. This method does not rely on labeled 
datasets; instead, it organizes the data into clusters where each 
data point belongs to the cluster with the nearest mean. 

The K-means algorithm works as follows: 
1. Initialize k cluster centroids randomly. 
2. Assign each data point to the nearest centroid, forming 

k clusters. 
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3. Recalculate the centroids as the mean of all points in 
each cluster. 

4. Repeat steps 2 and 3 until the centroids no longer change 
significantly or a maximum number of iterations is 
reached. 

In IDS applications, K-means clustering helps in anomaly 
detection by grouping similar network behaviors. Points that 
fall into small or distant clusters may indicate anomalies or 
potential intrusions.  

Comparing K-means clustering with K-Nearest Neighbors 
(KNN), we find that K-means is used for unsupervised learning, 
whereas KNN is a supervised learning algorithm. KNN 
classifies a data point based on the majority class of its k nearest 
neighbors, using labeled datasets to make predictions. K-means 
focuses on clustering similar data points without prior labels 
and is more suited for exploratory data analysis and anomaly 
detection. 

[38] showed that while KNN excels in classification tasks 
with labeled datasets, K-means is more effective for initial 
pattern recognition and grouping of data in the absence of 
labels. Both methods can complement each other in IDS by 
using K-means to identify potential clusters of interest, which 
can then be further analyzed or classified using KNN with 
labeled data. These insights underscore the versatility of both 
algorithms in enhancing the detection capabilities of IDS 
through different approaches to data analysis. 
10) Hierarchical clustering 

Hierarchical clustering is a technique in cluster analysis 
aimed at constructing a hierarchy of clusters. It is especially 
valuable in intrusion detection systems for recognizing patterns 
and anomalies in network traffic. Unlike K-means clustering, 
hierarchical clustering does not require specifying the number 
of clusters as an input parameter of the algorithm. This method 
can be either agglomerative (bottom-up) or divisive (top-
down). In agglomerative hierarchical clustering, each data point 
initially forms its own cluster. The algorithm then successively 
merges the nearest pairs of clusters until a single cluster is 
formed or a specified stopping criterion is reached. The steps 
are: 

1. Compute the distance matrix for all data points. 
2. Each data point forms a single cluster. 
3. Merge the two closest clusters based on a chosen 

distance metric (e.g., single-linkage, complete-
linkage). 

4. Update the distance matrix to reflect the merger. 
5. Repeat steps 3 and 4 until the desired number of 

clusters is achieved or all points are in one cluster. 
In IDS applications, hierarchical clustering helps to discover 

the underlying structure of network traffic data, identifying 
groups of similar behaviors which can indicate potential 
intrusions. For example, [39] presented hierarchical clustering 
in identifying anomalies by analyzing the hierarchical structure 
of network connections and traffic patterns. 

Hierarchical clustering, on the other hand, is unsupervised 
and does not use labeled data directly. It is more suited for 
exploratory data analysis and understanding the overall 
structure and relationships within the dataset, which can then be 

used to inform further analysis or classification tasks, 
potentially utilizing algorithms like KNN on labeled data. 
11) Autoencoders 

Autoencoders are a type of neural network used for 
unsupervised learning, particularly for feature learning and 
anomaly detection. In intrusion detection systems with labeled 
datasets, autoencoders are employed to detect anomalies by 
learning a compressed representation of the data and then 
reconstructing it [40]. The network consists of two main parts: 
the encoder, which compresses the input data into a latent space 
representation, and the decoder, which reconstructs the input 
data from this representation. The autoencoder is trained to 
minimize the reconstruction error, which is the difference 
between the input data and its reconstruction [41]. For IDS 
applications, the training is typically done on normal (benign) 
data. When the autoencoder encounters new data, it will 
reconstruct normal data well but will struggle with anomalous 
(malicious) data, resulting in higher reconstruction errors. 
These errors can then be used to flag potential intrusions. 
12) Principal Component Analysis 

Principal Component Analysis (PCA) is a dimensionality 
reduction technique used in intrusion detection systems to 
transform high-dimensional data into a lower-dimensional 
space while preserving most of the variance in the data. PCA 
identifies the principal components, which are the directions of 
maximum variance in the dataset, and projects the data onto 
these new axes. This process reduces the number of features 
while retaining the most important information, making it easier 
to analyze and visualize the data. In IDS applications with 
labeled datasets, PCA is often used as a pre-processing step to 
enhance the performance of machine learning algorithms. By 
reducing the dimensionality, PCA helps in mitigating the curse 
of dimensionality, reducing computational costs, and 
improving the efficiency of the learning algorithms. 

For example, [42] used PCA for feature reduction in a 
network Intrusion Detection System. The researchers of [43] 
applied PCA to the KDD CUP 99 dataset, reducing the number 
of features before applying classification algorithms like SVM 
and kNN. The results showed improved detection accuracy and 
reduced training time. NSL-KDD Dataset based on PCA-Fuzzy 
Clustering-KNN was used in [44]. 
13) Reinforcement learning methods 

Reinforcement learning (RL) methods are used in Intrusion 
Detection Systems to enable models to learn optimal actions 
through trial and error by interacting with an environment. The 
primary goal is to maximize a cumulative reward signal. Unlike 
immediate rewards, which are given after each action, the 
cumulative reward is the total accumulated reward over a 
sequence of actions. The primary objective in RL is to develop 
a strategy (or policy) that maximizes this cumulative reward 
over time, not just the immediate reward.  

𝐺𝐺𝑡𝑡 = ∑𝛾𝛾𝑘𝑘 ⋅ 𝑅𝑅𝑡𝑡+𝑘𝑘+1
∞

𝑘𝑘=0
 

where  
Gt is the cumulative reward starting from time step t 
𝛾𝛾 is the discount factor, which lies between 0 and 1 and 
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determines the importance of future rewards. 
Rt+k+1 is the reward received at time step t+k+1. 

Two prominent RL methods in IDS are Q-learning and Deep 
Q-Networks (DQN). Q-learning is a model-free RL algorithm 
that aims to learn the optimal policy for an agent to take actions 
in a given environment. The core component of Q-learning is 
the Q-table, which stores the value of taking a particular action 
in a particular state. The algorithm updates the Q-values using 
the Bellman equation: 

𝑄𝑄(𝑠𝑠, 𝑎𝑎) ←  𝑄𝑄(𝑠𝑠, 𝑎𝑎) +  𝛼𝛼 ∙ [𝑟𝑟 + 𝛾𝛾 ∙ 𝑚𝑚𝑎𝑎𝑚𝑚𝑎𝑎′𝑄𝑄(𝑠𝑠′, 𝑎𝑎′) − 𝑄𝑄(𝑠𝑠, 𝑎𝑎)] 
 
where  
s is the current state,  
a is the action taken,  
r is the reward received,  
𝑠𝑠′ is the next state,  
a′ is the next action, 
α is the learning rate, and  
𝛾𝛾 is the discount factor. 
 
In IDS applications, Q-learning helps in adapting to new 

types of attacks by updating policies based on feedback from 
the network environment. [45] used the effectiveness of Q-
learning in detecting and responding to network intrusions, 
showing that Q-learning could dynamically adjust its detection 
strategy based on observed network behaviors. Deep Q-
Networks (DQN) extend Q-learning by integrating deep 
learning, allowing the algorithm to handle high-dimensional 
state spaces. Instead of maintaining a Q-table, DQN uses a 
neural network to approximate the Q-values. This enables DQN 
to scale to more complex environments that are impractical for 
Q-learning due to the large state-action space. The DQN 
algorithm involves training a neural network to predict Q-
values and using experience replay to stabilize training. 

In IDS applications, DQNs can detect complex patterns and 
adapt to evolving threats more effectively than traditional Q-
learning. [46] applied DQNs to network intrusion detection, 
demonstrating the deep neural network's ability to learn 
intricate features from raw network traffic data. The study 
showed that DQN outperformed traditional Q-learning and 
other Machine Learning methods in identifying sophisticated 
attacks. 

Comparing Q-learning and DQN, Q-learning is simpler and 
more straightforward, suitable for environments with smaller 
state-action spaces. DQN, on the other hand, is more powerful 
and scalable, capable of handling high-dimensional data and 
complex scenarios at the cost of increased computational 
resources and training time. 

B. AI methods 
Artificial intelligence approaches in IDS include expert 

systems and rule-based systems that use predefined rules to 
detect known threats. Signature-based detection, a form of 
expert systems, recognizes patterns that match known threat 
signatures. Anomaly detection uses statistical methods, 
heuristic methods, and behavioral analysis to identify 
deviations from normal behavior, which might indicate 

potential threats. Deep learning techniques, such as 
convolutional neural networks (CNNs), recurrent neural 
networks (RNNs), and long short-term memory (LSTM) 
networks, are employed to analyze complex data patterns and 
sequential data like log files or time-series data. Hybrid systems 
combine machine learning with traditional rule-based methods, 
integrating multiple models to enhance detection accuracy and 
reduce false positives. 

 

 
 
Fig. 2.  AI approaches in IDS 
 
1) Expert systems 

Expert systems are artificial intelligence systems that use 
knowledge and inference procedures to solve problems that 
typically require human expertise. In the context of Intrusion 
Detection Systems, expert systems include rule-based systems, 
signature-based detection, and anomaly detection. Rule-based 
systems operate by applying predefined rules to the data being 
analyzed. These rules are created by domain experts and 
represent the knowledge about what constitutes normal and 
abnormal behavior in a network. The system compares 
incoming data against these rules to detect potential intrusions. 
For example, if a rule specifies that multiple failed login 
attempts within a short period indicate a brute-force attack, the 
system will flag such occurrences. Signature-based detection is 
a subtype of rule-based systems where the rules, or signatures, 
are patterns of known threats. These signatures are derived from 
previous attack patterns and behaviors. When network traffic 
matches a known signature, the system raises an alert. 
Signature-based IDS are highly effective at detecting known 
attacks but struggle with new or evolving threats. [47] 
demonstrated the efficacy of signature-based IDS in quickly 
identifying known malware based on established signatures. 

Anomaly detection, on the other hand, builds a model of 
normal network behavior and identifies deviations from this 
model as potential intrusions. This method can detect 
previously unknown threats by recognizing unusual patterns of 
activity. Anomaly detection can use statistical methods, 
machine learning algorithms, or a combination of these to 
define what constitutes normal behavior [48].  

Comparing these approaches, rule-based systems are easy to 
understand but can be limited by the completeness and accuracy 
of the rules. Signature-based detection is very effective for 
known threats but cannot detect new or modified attacks. 
Anomaly detection offers the advantage of identifying novel 
threats by focusing on deviations from normal behavior, but it 
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can generate false positives if the model of normal behavior is 
not accurately defined or if legitimate activities deviate from 
the norm. 
2) Statistical methods 

Statistical methods for Intrusion Detection Systems rely on 
mathematical models to analyze network data and detect 
anomalies indicative of potential intrusions [49]. These 
methods can be broadly categorized into heuristic methods and 
behavioral analysis. Heuristic methods use simple, rule-of-
thumb strategies based on prior knowledge and experience to 
detect anomalies in network traffic. These methods often 
involve setting thresholds for various metrics, such as the 
number of failed login attempts or the volume of traffic from a 
single IP address. When these thresholds are exceeded, the 
system flags the activity as suspicious. Heuristic methods [51] 
are relatively easy to implement and understand but can 
generate false positives if the thresholds are not set accurately 
or if normal behavior varies widely. Behavioral analysis [50] 
involves creating profiles of normal network behavior and 
monitoring for deviations from these profiles. This approach 
uses statistical techniques to model the typical patterns of 
activity for users and systems. Any significant deviation from 
these patterns is considered an anomaly and potentially an 
intrusion. Behavioral analysis can adapt to changes in network 
behavior over time, reducing the likelihood of false positives. 
However, it requires a substantial amount of historical data to 
build accurate models and can be computationally intensive. 

In IDS applications, heuristic methods provide quick and 
straightforward detection mechanisms. Behavioral analysis, on 
the other hand, offers a more dynamic and comprehensive 
approach. Comparing these methods, heuristic methods are 
simpler and faster to deploy but may lack the sophistication 
needed to handle complex or evolving threats. Behavioral 
analysis provides a deeper and more adaptive understanding of 
network activity but requires more data and computational 
resources to implement effectively. 
3) Convolutional Neural Networks 

Convolutional Neural Networks (CNNs) belong to deep 
learning models particularly effective for analyzing grid-like 
data structures, such as images and time-series data. In Intrusion 
Detection Systems, CNNs are employed to detect complex 
patterns in network traffic data, enhancing the ability to identify 
intrusions [52][53]. 

A CNN consists of multiple layers, including convolutional 
layers, pooling layers, and fully connected layers. The 
convolutional layers apply a series of filters (kernels) to the 
input data to extract high-level features, such as edges or 
patterns in network traffic. The pooling layers down-sample the 
spatial dimensions of the data, reducing the computational load 
and emphasizing the most critical features. The fully connected 
layers, usually at the end of the network, perform classification 
based on the extracted features. The CNN algorithm operates as 
follows: 

• Input Layer: Raw network traffic data is fed into the 
network. In IDS applications, this data can be 
represented as a matrix where rows represent different 
time steps and columns represent various traffic features. 

• Convolutional Layer: Filters slide over the input data, 
performing convolution operations to detect local 
patterns. Each filter generates a feature map that 
highlights the presence of specific patterns. 

• Activation Function: An activation function, typically 
Rectified Linear Unit (ReLU) [56], is applied to 
introduce non-linearity into the model. 

• Pooling Layer: Feature maps are down-sampled using 
operations like max pooling or average pooling, which 
reduce dimensionality while retaining important 
information. 

• Fully Connected Layer: The pooled feature maps are 
flattened into a vector and passed through one or more 
fully connected layers, which combine the features to 
classify the input data. 

• Output Layer: The final layer produces a probability 
distribution over the class labels, determining whether 
the input data represents normal traffic or an intrusion. 

In IDS applications, CNNs can learn to recognize intricate 
patterns in network traffic that may indicate malicious activity. 
For example, [54] applied CNNs to network traffic data from 
the NSL-KDD dataset. The CNN model demonstrated superior 
performance in detecting various types of network intrusions 
compared to traditional machine learning methods, thanks to its 
ability to automatically extract relevant features from raw data. 
[55] used CNNs to analyze time-series data from network 
traffic. The researchers found that CNNs could effectively 
capture temporal patterns and detect anomalies with high 
accuracy, reducing false positives and improving overall IDS 
performance.  

CNNs provide a powerful tool for IDS by leveraging their 
deep learning capabilities to automatically learn and detect 
complex patterns in network traffic, making them highly 
effective for identifying sophisticated intrusions. 
4) Recurrent Neural Networks 

Recurrent Neural Networks (RNNs) are a type of deep 
learning model designed to handle sequential data, making 
them suitable for intrusion detection systems that analyze time-
series network traffic data. RNNs are particularly effective in 
capturing temporal dependencies and patterns, which are 
crucial for detecting anomalies and intrusions in network 
behavior over time. 

RNNs operate by maintaining a hidden state that captures 
information from previous time steps, allowing them to process 
sequences of data. The hidden state is updated at each time step 
based on the current input and the previous hidden state, 
enabling the network to retain information about past inputs. 
The RNN algorithm functions as follows: 

• Input Layer: Sequential network traffic data is fed into 
the RNN. This data can include various features such as 
packet size, inter-arrival time, and protocol type. 
• Hidden Layer: At each time step 𝑡𝑡 the RNN computes 
the hidden state ℎ𝑡𝑡 using the current input xt and the 
previous hidden state ℎ𝑡𝑡−1. The hidden state is updated 
using the formula: 

ℎ𝑡𝑡 = 𝜎𝜎 ∙ (𝑊𝑊ℎ ∙ ℎ𝑡𝑡−1 + 𝑊𝑊𝑥𝑥 ∙ 𝑥𝑥𝑡𝑡 + 𝑏𝑏) 
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where 𝑊𝑊ℎ and Wx are weight matrices,  
𝑏𝑏 is the bias, and  
𝜎𝜎 is an activation function such as hyperbolic tangent 
(tanh) or ReLU. 

• Output Layer: The output at each time step is computed 
based on the current hidden state. For classification tasks 
in IDS, a softmax layer is typically used to produce a 
probability distribution over the possible classes (e.g., 
normal traffic or different types of attacks). 

• Training: The network is trained using backpropagation 
through time (BPTT), which involves unrolling the 
RNN for a number of time steps and applying the 
backpropagation algorithm to update the weights. 

RNNs are well-suited for IDS because they can model the 
temporal dynamics of network traffic, capturing patterns that 
may indicate an ongoing intrusion. For instance, a study in the 
IEEE Access journal applied RNNs to the NSL-KDD dataset, 
demonstrating that RNNs could effectively detect intrusions by 
learning the temporal relationships in network traffic data. 

[58] highlighted the use of Long Short-Term Memory 
(LSTM) networks, a variant of RNNs, to improve IDS 
performance. LSTMs address the vanishing gradient problem 
in standard RNNs by incorporating memory cells that can retain 
information over longer periods, enhancing the model's ability 
to detect slow, evolving attacks. RNNs [57] and their variants, 
such as LSTMs, provide powerful tools for IDS by leveraging 
their capability to learn from sequential data, capturing 
temporal patterns that are essential for accurate intrusion 
detection. 

IV. IDS FOR IOT 
The Internet of Things (IoT) represents a revolutionary shift 

in how devices interact and communicate with each other, 
promising unprecedented levels of convenience, efficiency, and 
automation. IoT encompasses a wide range of devices, from 
smart home appliances and wearable fitness trackers to 
industrial sensors and connected vehicles. However, this 
interconnected landscape also introduces significant security 
challenges, making Intrusion Detection Systems crucial for 
ensuring the integrity, confidentiality, and availability of IoT 
networks. 

IoT devices often operate in a distributed environment, 
connected to the internet and various other networks, making 
them susceptible to a wide array of cyber threats. These threats 
include unauthorized access, data breaches, denial of service 
(DoS) attacks, malware infections, and more. The sheer number 
of IoT devices, many of which have limited processing power 
and memory, further complicates security measures. 
Traditional security solutions like firewalls and antivirus 
software are often inadequate for IoT due to their resource-
intensive nature and the diverse range of devices and protocols 
in use. 

Intrusion Detection Systems play an important role in 
safeguarding IoT environments by monitoring network traffic, 
detecting anomalies, and identifying potential security 
breaches. IDS can be broadly categorized into two types: 

Network-based IDS (NIDS) and Host-based IDS (HIDS). NIDS 
monitors network traffic for suspicious activity, while HIDS 
monitors the activities within individual devices. Both types are 
essential for comprehensive IoT security. 

One of the primary functions of IDS is to provide real-time 
monitoring and alerting for potential security threats. This 
capability is particularly important in IoT environments where 
rapid detection and response can prevent minor incidents from 
escalating into significant security breaches. For instance, in 
smart home networks, an IDS can detect unusual traffic patterns 
that may indicate a compromised device attempting to 
communicate with external servers. 

IoT networks can have a variety of behaviors depending on 
the devices and their usage patterns. IDS equipped with 
anomaly detection can learn the normal behavior of the network 
and flag deviations that may signify an intrusion. For example, 
an IDS can detect an increase in network traffic from a typically 
dormant device, suggesting that the device might have been 
hijacked for a botnet attack. 

IoT environments face a broad spectrum of threats, ranging 
from simple brute-force attacks to sophisticated malware 
designed to exploit specific vulnerabilities. IDS can help 
mitigate these threats by identifying known attack signatures 
and using heuristic methods to detect new, previously unknown 
threats. This dual approach ensures that both common and 
novel attacks can be detected and mitigated. 

IoT devices often have constrained resources, making it 
challenging to implement heavy security protocols directly on 
each device. IDS can offload the burden of security monitoring 
to more capable devices or cloud services, ensuring that 
security measures do not impede the performance of the IoT 
devices themselves. 

As IoT devices become more prevalent in sectors like 
healthcare, finance, and critical infrastructure, compliance with 
regulatory standards becomes essential. IDS can help 
organizations meet these requirements by providing detailed 
logs and reports of network activity, facilitating audits, and 
ensuring that security measures are in place to protect sensitive 
data. 

Implementing IDS in IoT also presents several challenges. 
The heterogeneous nature of IoT devices means that they often 
run on different platforms and operating systems, making it 
difficult to create a one-size-fits-all security solution. 
Additionally, the resource constraints of many IoT devices limit 
the types of security measures that can be implemented directly 
on the device. Network-based IDS solutions must be capable of 
handling high volumes of data from numerous devices without 
becoming a bottleneck. 

Another challenge is the need for continuous updates. As 
new threats emerge, IDS must be constantly updated with the 
latest signatures and detection algorithms to remain effective. 
This requires a robust infrastructure for delivering updates and 
patches to IoT devices and IDS solutions. 

Privacy concerns also come into play. IDS involves 
monitoring and analyzing network traffic, which can raise 
privacy issues, especially in environments where sensitive 
personal data is transmitted. Ensuring that IDS solutions 
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comply with privacy regulations and protect user data is 
paramount.

Despite these challenges, the benefits of implementing IDS 
in IoT environments are substantial. By providing real-time 
monitoring, detecting anomalies, mitigating diverse threats, and 
ensuring compliance with regulatory requirements, IDS plays a 
critical role in protecting IoT networks. As IoT continues to 
expand and evolve, the importance of robust, adaptive IDS 
solutions will only grow, making them an indispensable 
component of modern cybersecurity strategies.

Research and development in IDS for IoT are ongoing, with 
many promising approaches being explored [60]. Machine 
learning and artificial intelligence are increasingly being 
integrated into IDS to enhance their ability to detect and 
respond to new and sophisticated threats. [60] demonstrated 
that a Raspberry PI can fulfill the role of IDS in an IoT 
environment. A system designed for preventing botnet attacks 
is discussed in [62]. The state-of-the-art IDS methods in IoT 
networks are reviewed in [61].

In an IoT environment, a lightweight IDS system needs to be 
used with optimized algorithms that reduce computational 
overhead while maintaining effective threat detection 
capabilities. These models should extensively use techniques 
such as feature selection, dimensionality reduction (e.g., 
Principal Component Analysis), and low-complexity classifiers 
(e.g., decision trees, Naïve Bayes, and lightweight neural 
networks) to enhance efficiency. Additionally, hybrid 
approaches that combine signature-based detection with 
anomaly-based methods can improve detection accuracy while 
minimizing false positives. To further optimize performance, 
edge computing-based IDS solutions distribute detection tasks 
across IoT gateways reducing the need for constant cloud 
communication and enhancing real-time threat response. By 
adopting these lightweight strategies, IDS systems can 
effectively safeguard IoT networks against evolving cyber 
threats without imposing excessive computational demands.

A. Evaluation criterions
Intrusion Detection Systems (IDS) are evaluated based on 

several key factors that determine their effectiveness, 
efficiency, and applicability in different environments. While 
generic IDS and IoT IDS share some common evaluation 
criteria, IoT-specific IDS must address additional challenges 
due to the unique constraints and characteristics of IoT 
environments. The table below summarizes the key evaluation 
factors for both types of IDS.

TABLE II
IDS EVALUATION CRITERIONS

Evaluation 
Factor Generic IDS IoT IDS

Detection 
Accuracy

Measures the system's 
ability to correctly 
identify intrusions and 
minimize false 
positives/negatives.

Equally important but
must also consider 
lightweight detection 
techniques to maintain 
efficiency.

False Positive 
Rate

Essential to minimize 
unnecessary alerts that 
make the security team
overload

False positives can 
disrupt normal IoT 
operations and lead to 
unnecessary energy 
consumption.

False Negative 
Rate

IDS should avoid missing 
actual attacks, as this can 
compromise security.

More critical in IoT, as 
undetected attacks can 
disrupt real-time 
operations, e.g., 
healthcare or industrial 
IoT.

Real-time 
Performance

Response time is 
important but may 
tolerate slight delays in 
non-critical systems.

Extremely crucial in 
IoT environments 
where real-time threat 
detection is necessary 
(e.g., autonomous 
vehicles, industrial 
control systems).

Scalability Must handle large 
networks but is generally 
deployed on powerful 
infrastructure

Must efficiently 
manage thousands of 
resource-constrained 
IoT devices across 
distributed 
environments.

Computational 
Overhead

Can be relatively high, 
especially for AI-based 
IDS, since enterprise 
systems have powerful 
computing resources

Must be low, as many 
IoT devices have 
limited CPU, memory, 
and energy constraints.

Network 
Overhead

IDS may introduce 
moderate network 
overhead for monitoring 
and logging.

Must minimize 
communication 
overhead, as IoT 
devices rely on low-
bandwidth networks.

Adaptability to 
New Attacks

AI-based IDS and rule-
based IDS must be 
regularly updated to 
detect evolving threats.

Requires lightweight, 
adaptive models that 
can learn new threats 
with minimal retraining, 
as frequent updates may 
not be feasible for IoT.

Energy 
Efficiency

Not a primary concern in 
traditional IDS.

Highly important, as 
IoT devices often run 
on battery power and 
cannot support 
continuous, power-
intensive monitoring.

Privacy & Data 
Sensitivity

Monitors user/system 
activity but typically 
operates within a secure 
infrastructure.

Critical in IoT 
healthcare, smart 
homes, and industrial 
IoT, where 
personal/sensitive data 
must be protected from 
breaches.

Deployment 
Model

Typically centralized in 
enterprise networks with a 
dedicated security team.

Often decentralized, 
relying on edge 
computing or fog 
computing to distribute 
detection closer to the 
IoT devices.

Robustness 
Against 
Adversarial 
Attacks

IDS must handle 
sophisticated attack 
strategies like 
polymorphic malware.

IoT IDS is more 
vulnerable to 
adversarial ML attacks, 
sensor spoofing, and 
firmware-based 
exploitation.

Integration with 
Security 
Frameworks

Works alongside 
firewalls, SIEM systems, 
and endpoint security 
tools.

Needs lightweight 
security integration,
often in resource-
constrained 
environments where 
traditional firewalls 
may not be available.

Lightweight Security Integration refers to the incorporation 
of security mechanisms, into resource-constrained 
environments while maintaining minimal impact on 
computational resources, energy consumption, and network 
performance, which focuses on efficient, adaptive, and 
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decentralized security measures that ensure protection without 
degrading device functionality. It utilizes event-driven 
detection (e.g., anomaly detection triggered by specific 
behaviors) instead of continuous monitoring. It is important to 
use lightweight cryptographic protocols (e.g., elliptic curve 
cryptography) instead of computationally expensive security 
methods.

V. SAMPLE DATASETS FOR IDS DEVELOPMENT

Intrusion Detection Systems datasets are essential for 
researchers as they provide a standardized and reliable 
foundation for developing, testing, and validating IDS 
algorithms. These datasets typically contain a mix of normal 
and malicious network traffic, enabling researchers to simulate 
real-world scenarios and measure the effectiveness of their 
detection methods. By using these datasets, researchers can 
benchmark their solutions against existing techniques, identify 
strengths and weaknesses, and iteratively improve their models. 
Furthermore, standardized datasets facilitate reproducibility in 
research, allowing different researchers to compare their results 
and advancements consistently.

The relevance of IDS datasets lies in their ability to represent 
a wide range of attack vectors and network behaviors, making 
them invaluable for developing robust and adaptive IDS 
solutions. Historical datasets like KDD Cup 1999 and DARPA 
[17] have laid the groundwork for intrusion detection research, 
while more recent datasets such as CIC-IDS2017 and TON_IoT 
reflect contemporary network environments and sophisticated 
attack strategies. These datasets not only help in understanding 
the evolution of cyber threats but also in developing next-
generation IDS that can protect against emerging threats. By 
providing diverse and comprehensive data, IDS datasets 
empower researchers to push the boundaries of cybersecurity 
and enhance the resilience of networked systems.

IDS datasets are provided in various formats, each serving 
different purposes and offering unique advantages for data 
analysis and intrusion detection research, see Table II. 
Understanding these formats is crucial for effectively utilizing 
the datasets in IDS development and evaluation.

PCAP (Packet Capture) files contain raw network traffic data 
captured at the packet level. Each packet includes details such 
as source and destination IP addresses, port numbers, protocols, 
and payload data. PCAP is widely used in network analysis 
because it allows researchers to reconstruct network sessions 
and analyze the detailed behavior of network traffic.

NetFlow is a network protocol developed by Cisco for 
collecting IP traffic information. NetFlow records summarize 
flows of network traffic, providing aggregated information 
about the source and destination addresses, ports, protocols, and 
the volume of data transferred. This format is useful for 
analyzing traffic patterns and detecting anomalies over longer 
periods.

Logs are text-based files that record events generated by 
network devices, operating systems, and applications. Each log 
entry typically includes a timestamp, the source of the log, and 
a message describing the event. Logs are invaluable for forensic 
analysis and for identifying patterns of behavior that may 
indicate security incidents.

TABLE III
IDS DATASETS

Name Description/
Location Year Labe

lled Format

MAWI Traffic traces from the WIDE 
project, used for traffic 
analysis and anomaly 
detection
https://mawi.wide.ad.jp/mawi

2006
-

No PCAP

B TON_IoT IoT and network traffic data 
from a simulated smart city 
environment.
https://research.unsw.edu.au/p
rojects/toniot-datasets

2019 Yes CSV, 
JSON

CIC-
DDoS2019

Data from various types of 
DDoS attacks for detection 
and mitigation research.
https://www.unb.ca/cic/datase
ts/ddos-2019.html

2019 Yes CSV, 
PCAP

AAGM2013 Network traffic data for 
evaluating anomaly detection 
methods.
https://csr.lanl.gov/data/audit/

2013 Yes CSV

BoT-IoT Synthetic IoT traffic with 
normal and attack scenarios 
for intrusion detection.

2018 Yes CSV, 
PCAP

UGR'16 Real traffic captures from 
UGR, including benign and 
malicious traffic.
https://nesg.ugr.es/nesg-ugr16

2016 Yes CSV, 
NetFlow

CTU-13 Botnet traffic mixed with 
normal traffic from the Czech 
Technical University.
https://www.stratosphereips.o
rg/datasets-ctu13

2011 Yes PCAP, 
CSV

Twente Network traffic data with 
various network events for 
traffic analysis and anomaly 
detection.
https://data.4tu.nl/articles/data
set/TNTS/Twente_University
_Network_Traffic_Dataset/12
781370

2015 Yes NetFlow, 
CSV

SUEE Dataset from Sharif 
University of Technology 
with a variety of attack 
scenarios.
http://ocslab.hksecurity.net/D
atasets/suee

2012 Yes CSV

CACTI Comprehensive archive of 
cyber threat intelligence, 
including network traffic and 
log files.
https://github.com/CACTI-
dataset

2020 Yes JSON, 
CSV

DARPA98 Network traffic data with 
simulated normal and attack 
activities, foundational for 
IDS research.
https://www.ll.mit.edu/r-
d/datasets/1998-darpa-
intrusion-detection-
evaluation-dataset

1998 Yes PCAP, 
Logs

KDD Cup 
1999

Derived from DARPA98, this 
dataset is used for network 
intrusion detection research.
http://kdd.ics.uci.edu/database
s/kddcup99/kddcup99.html

1999 Yes CSV
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VI. FURTHER DISCUSSION 
In conclusion, the integration of AI methods into Intrusion 

Detection Systems represents a significant advancement in the 
field of cybersecurity. AI techniques, including machine 
learning, deep learning, and neural networks, offer robust and 
adaptive solutions for detecting a wide range of cyber threats. 
These methods enhance the capability of IDS to identify both 
known and novel attacks with greater accuracy and efficiency 
compared to traditional detection approaches.  

The application of machine learning algorithms has proven 
effective in analyzing large volumes of network traffic data, 
identifying patterns, and detecting anomalies that may indicate 
potential security breaches. Techniques such as supervised 
learning, unsupervised learning, and reinforcement learning 
have been successfully employed to improve detection rates 
and reduce false positives in IDS. 

Deep learning, particularly through the use of convolutional 
neural networks (CNNs) and recurrent neural networks 
(RNNs), has shown exceptional promise in handling complex 
and high-dimensional data. These models are capable of 
learning intricate features from raw data, enabling more precise 
identification of sophisticated attack vectors. Additionally, the 
ability of deep learning models to continually learn and adapt 
to new threats makes them invaluable in the ever-evolving 
landscape of cybersecurity. 

Despite the advancements, there are challenges associated 
with the deployment of AI-based IDS. The need for large, high-
quality datasets for training, the computational resources 
required for model training and deployment, and the potential 
for adversarial attacks on AI models are critical issues that need 
to be addressed. Ongoing research and development are 
essential to overcome these challenges and to further enhance 
the performance and reliability of AI-driven IDS.  

In summary, AI methods have revolutionized intrusion 
detection systems, providing more intelligent, adaptable, and 
efficient tools for safeguarding network security. Future 
research should focus on refining these techniques, addressing 
their limitations, and exploring new AI paradigms to keep pace 
with the advancing threat landscape. The continuous evolution 
of AI-driven IDS will play a crucial role in protecting digital 
infrastructures and ensuring the integrity and confidentiality of 
information in the digital age. 

The computational demands of Intrusion Detection Systems 
are a significant consideration, particularly with the integration 
of advanced artificial intelligence (AI) techniques. AI-driven 
IDS, such as those utilizing machine learning and deep learning 
algorithms, require substantial processing power to analyze vast 
amounts of network traffic data in real-time. Training complex 
models, especially deep learning networks, involves intensive 
computations that necessitate the use of high-performance 
computing resources, including GPUs and distributed 
computing frameworks. Additionally, the deployment of these 
models in operational environments demands continuous 
monitoring and analysis, which can strain the computational 
resources of a network. The need for high-speed data 
processing, large-scale storage, and efficient memory 
management further adds to the computational burden. 

Consequently, the infrastructure supporting AI-based IDS must 
be robust and scalable to handle the high computational 
requirements, ensuring that the system can operate effectively 
without compromising performance or security. Addressing 
these computational challenges is crucial for the successful 
implementation and operation of intelligent IDS. 

In the context of IoT-based Intrusion Detection Systems 
(IDS), selecting the most suitable machine learning and 
artificial intelligence methods requires balancing accuracy, 
computational efficiency, adaptability, and real-time 
processing. Supervised learning methods are widely used for 
detecting known attack patterns. Decision trees provide a 
simple and interpretable approach with minimal computational 
overhead, making them suitable for IoT devices with limited 
processing power. Random forests improve upon decision trees 
by aggregating multiple classifiers, offering higher detection 
accuracy while remaining efficient. Naïve Bayes classifiers, 
due to their probabilistic nature, are extremely fast and can 
work effectively in low-resource environments, making them a 
viable choice for IoT IDS with minimal training data. Support 
vector machines perform well in binary classification tasks and 
are particularly useful when labeled attack data is available, 
though they can be computationally demanding when dealing 
with large datasets.  

For detecting unknown threats, unsupervised learning 
methods play a critical role. K-means clustering is effective for 
identifying anomalies by grouping network behaviors into 
clusters, though its performance depends on selecting an 
optimal number of clusters. Autoencoders offer a more 
advanced approach by learning normal network behavior and 
identifying deviations as potential attacks. These models reduce 
the feature space while preserving important data 
characteristics, making them efficient for IoT environments. 
One-class support vector machines provide another effective 
anomaly detection technique by modeling normal traffic and 
flagging deviations, which is particularly useful when labeled 
attack data is scarce.  

Hybrid AI approaches enhance intrusion detection by 
combining multiple techniques to improve both detection 
accuracy and efficiency. Federated learning is increasingly 
relevant in IoT security as it enables decentralized model 
training across multiple devices without transferring sensitive 
data to a central server. This method enhances privacy while 
allowing IoT devices to collaboratively improve their IDS 
models. Reinforcement learning introduces an adaptive 
mechanism that enables IDS to continuously learn from its 
environment and adjust detection strategies dynamically. This 
approach is particularly valuable for evolving IoT security 
threats, as it does not rely on pre-labeled datasets.  

To minimize latency and energy consumption, lightweight 
AI models optimized for edge computing environments are 
essential. Lightweight neural networks, designed with 
quantization and model compression techniques, allow IDS to 
detect threats directly on IoT gateways or edge devices without 
relying on cloud-based processing. TinyML [64], a specialized 
subset of machine learning designed for microcontrollers, 
further enables on-device intrusion detection with ultra-low 
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power consumption, making it a promising solution for battery-
operated IoT systems. 

IoT IDS must integrate models that not only achieve high 
detection accuracy but also maintain low computational 
complexity and real-time responsiveness. Decision trees and 
Naïve Bayes are ideal for signature-based detection, while 
autoencoders and one-class SVMs are effective for anomaly 
detection. Federated learning and reinforcement learning offer 
adaptive, privacy-preserving solutions, while lightweight 
neural networks and TinyML enable real-time, energy-efficient 
intrusion detection at the network edge. The combination of 
these techniques ensures that IoT IDS can provide robust 
security without overburdening constrained devices and 
networks. 
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the Digital Product Passport (DECODE) 
● Workshop on Beyond centralized network and trust management: Ledgers, 

Orchestration in the cloud edge Continuum, and Knowledge-driven 6G networks 
(BLOCK-6G) 

● 5th International Workshop on Analytics for Service and Application Management 
(AnServApp) 

● Workshop on TRansport Architectures for Intelligent Networks (TRAIN) 
● 2nd Workshop on Integrated Wireless Networking and Computing (IWNC) 

 
Paper Submission 
Authors are invited to submit original contributions that have not been published or submitted for 
publication elsewhere. Papers should be prepared using the IEEE 2-column conference style and 
are limited to 6 pages including references. Papers must be submitted electronically in PDF 
format through the EDAS system at  https://edas.info/N33785. 
 
Papers exceeding page limits, multiple submissions, and self-plagiarized papers will be rejected 
without further review. All other papers will get a thorough single-blind review process, followed by 
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For further information, please check http://www.cnsm-conf.org/2025/. 
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The 21st International Conference on Network and Service Management (CNSM) is inviting 
authors to submit original contributions to network and service management research. CNSM is 
a selective single-track conference that covers all aspects of network and service management, 
pervasive systems, enterprises, and cloud computing environments. In particular, CNSM 2025 
will focus on AI and Sustainability in the Future of Network and Service Management.

Papers accepted and presented at CNSM 2025 will be published as open access on the 
conference website and will be submitted for possible publication in IEEE Xplore.
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