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Abstract— In recent days, with the rapid advancement of 

technology in informatics systems, the Internet of Things (IoT) 
becomes crucial in many aspects of daily life. IoT applications have 
gained popularity due to the availability of various IoT enabler 
gadgets, such as smartwatches, smartphones, and so on. However, 
the vulnerability of IoT devices has led to security challenges, 
including Distributed Denial-of-Service (DDoS) attacks. These 
limitations result from the dynamic communication between IoT 
devices due to their limited data storage and processing resources. 
The primary research challenge is to create a model that can 
recognize legitimate traffic while effectively protecting the 
network against various classes of DDoS attacks. This article 
proposes a CNN-BiLSTM DDoS detection model by combining 
three deep-learning algorithms. The models are evaluated using 
the CICIDS2017 dataset against commonly used performance 
criteria which the models perform well, achieving an accuracy of 
around 99.76%, except for the CNN model, which achieves an 
accuracy of 98.82%. The proposed model performs best, achieving 
an accuracy of 99.9%. 
 
Index Terms: Classification, CNN+BiLSTM, DDOS attacks, deep 
learning, IoT. 

I. INTRODUCTION 
The DDoS attacks are a major threat to wireless sensor 

networks (WSNs), which are networks of small and low-power 
devices that collect and transmit data from their surrounding 
environment. In a WSN, DDoS attacks can be launched to 
overwhelm the network's resources and disrupt its normal 
operations, leading to service degradation or complete failure. 
The WSNs are vulnerable to DDoS attacks due to their limited 
resources and their distributed nature, which makes it difficult 
to mitigate attacks. In addition, WSNs may be deployed in 
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harsh and unsecured environments, making them more 
susceptible to attacks. 

The IoT devices are interconnected objects that collect and 
communicate data over internet, and it often deployed in critical 
infrastructure such as healthcare, transportation, and industrial 
control systems. 

DDoS attacks in WSNs can take various forms, such as 
flooding attacks, resource depletion attacks, and sinkhole 
attacks. Flooding attacks involve creating the traffic, while 
resource depletion attacks target the network's resources, such 
as memory or battery, by sending malicious data packets. 
Sinkhole attacks involve redirecting network traffic to a 
malicious node, which can intercept or modify the data. 

To protect WSNs against DDoS attacks, various defense 
mechanisms have been proposed, such as intrusion detection 
systems, data aggregation, and collaborative filtering. These 
mechanisms aim to detect and mitigate attacks by analyzing 
network traffic, detecting anomalies, and filtering out malicious 
packets. The DDoS attacks in WSNs pose a significant threat to 
security and reliability. This require effective defense 
mechanisms to ensure their proper functioning. 

DDoS attacks in IoT can be launched to overwhelm the 
devices or network infrastructure with a large volume of traffic, 
leading to service degradation or complete failure. It can take 
various forms, such as botnet attacks, amplification attacks, and 
protocol attacks. Botnet attacks involve compromising a huge 
figure of IoT devices and using them to launch coordinated 
DDoS attacks. Protocol attacks involve targeting the 
vulnerabilities in the communication protocols used by IoT 
devices, such as the MQTT protocol. 

To defend IoT devices against DDoS attacks, various 
defense techniques have been proposed, such as anomaly 
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Abstract—In recent days, with the rapid advancement of 
technology in informatics systems, the Internet of Things (IoT) 
becomes crucial in many aspects of daily life. IoT applications 
have gained popularity due to the availability of various IoT 
enabler gadgets, such as smartwatches, smartphones, and 
so on. However, the vulnerability of IoT devices has led to 
security challenges, including Distributed Denial-of-Service 
(DDoS) attacks. These limitations result from the dynamic 
communication between IoT devices due to their limited data 
storage and processing resources. The primary research 
challenge is to create a model that can recognize legitimate traffic 
while effectively protecting the network against various classes 
of DDoS attacks. This article proposes a CNN-BiLSTM DDoS 
detection model by combining three deep-learning algorithms. 
The models are evaluated using the CICIDS2017 dataset 
against commonly used performance criteria which the models 
perform well, achieving an accuracy of around 99.76%, except 
for the CNN model, which achieves an accuracy of 98.82%. The 
proposed model performs best, achieving an accuracy of 99.9%.

Index Terms—Classification, CNN+BiLSTM, DDOS attacks, 
deep learning, IoT.
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detection, traffic filtering, and cloud-based defenses. These 
mechanisms aim to detect and mitigate attacks by analyzing 
network traffic, filtering out malicious traffic, and diverting 
traffic to cloud-based services for further analysis. Overall, to 
improve the reliability devices and networks, and require 
effective defense mechanisms to ensure their proper 
functioning. 

The authors in [1] proposed IDS for WSNs that uses a rule-
based approach to defend the DDoS attacks. The system 
monitors the traffic at each node and sends alerts to the base 
station when an attack is detected. 

Data aggregation involves collecting and processing data at 
the nodes near to BS which reduces the amount of traffic. This 
can help to prevent flooding attacks and reduce the impact of 
DDoS attacks. The authors in [2] proposed a data aggregation 
scheme for WSNs that uses a fuzzy logic- to identify and filter 
out malicious traffic. 

Collaborative filtering involves nodes in the network 
exchanging information to discover the malevolent traffic. 
Nodes can share information about the types of packets 
received and the sources of the traffic to defend the attacks. The 
authors in [3] proposed a collaborative filtering scheme for 
WSNs that uses a reputation-based approach to defend 
malevolent traffic. 

The ML techniques can be used to train the system to 
classify patterns in network traffic and detect the DDoS attacks 
[4]. Dynamic thresholding involves setting thresholds for 
network traffic based on the network conditions and adjusting 
them dynamically to accommodate changes in the traffic. The 
authors in [5] proposed a dynamic thresholding approach in 
WSNs using the moving average and standard deviation of the 
network traffic. 

II. RELATED WORKS 

To defend IoT devices against DDoS attacks, various defense 
techniques have been proposed. The paper [6] proposes various 
kind of DDoS attacks and the techniques used to launch them. 
It also provides an extensive review of different mechanisms 
used to diminish DDoS attacks. The paper classifies DDoS 
attacks into various categories, in which the authors discuss the 
attack characteristics, how they work, and the methods used to 
mitigate them. It also presents a survey of various tools and 
technologies used for DDoS attack detection and mitigation. 

The several defense mechanisms used to counter the DDoS 
attacks which include filtering techniques such as packet 
filtering, source address filtering, and rate limiting. They also 
discuss other approaches such as anomaly detection, traceback, 
and redirection. It highlights the limitations of existing defense 
mechanisms and suggesting areas for future research [6].  

Table 1 serves as a comprehensive comparison of literature, 
key parameters such as accuracy, precision, recall, and F1-
score, alongside other essential evaluation metrics for each 
dataset and corresponding model.  

The ML based DDoS detection and mitigation system for 
SDNs is proposed to categorize the normal or malicious traffic. 
The system is designed to work in SDNs, which allow for 
centralized network control and management [7]. From the 
performance of various ML algorithms, RF algorithm performs 

the best, with an accuracy of 98.2% and low FPR in SDN 
environment. It is compared with other IDS in which they find 
that it outperforms in terms of accuracy, detection rate, and 
FPR. They suggest that their system can be further improved by 
incorporating other features, such as flow-based features and 
temporal features. The paper demonstrates the possible of ML 
algorithms for DDoS mitigation in SDNs.  

Paper [8] proposes an anomaly-based approach to identify 
DDoS attacks using SVM classifiers. The performance of the 
SVM classifier is compared with DT and KNN in CAIDA using 
different evaluation metrics. They find that their SVM classifier 
can effectively detect attacks with a maximum DR and a 
minimum FPR. The authors also analyze the SVM classifier 
under different flooding attack scenarios in which it can detect 
these attacks with high accuracy and low FPR. This approach 
can be improved by incorporating additional parameters like 
packet entropy. 

The paper [9] proposes a semi-supervised approach for 
network traffic classification and fine-grained flow 
identification using hierarchical deep neural networks. The 
dataset of network traffic is used to train and test DNN models. 
Dataset includes both labeled and unlabeled traffic data. The 
FlowPrint technique is to extract fine-grained flow features 
from network traffic data.  FlowPrint is a representation 
learning technique that captures the underlying structure of 
network traffic flows. A hierarchical deep neural network 
architecture that uses the FlowPrint features for network traffic 
classification. The hierarchical architecture allows for 
interpretability and explainability of the classification results.  

The performance of the approach is evaluated using different 
evaluation. The proposed [9] results shows that the approach 
can accurately classify network traffic with high precision and 
recall. The authors Zhang et. al [9] conclude that their semi-
supervised approach using hierarchical deep neural networks 
and FlowPrint features is an effective technique for network 
traffic classification and fine-grained flow identification. 

The paper [10] highlights the importance of using big data 
analytics for DDoS detection, as DDoS attacks generate a large 
amount of traffic data that needs to be analyzed in real-time. 
This paper provides an overview about techniques and tools 
used for big data analytics in DDoS detection, including ML, 
DL, clustering, and rule-based approaches. It discusses the pros 
and cons of each technique and tool, and provides examples of 
recent studies that have used these techniques for DDoS 
detection. The paper also discusses the challenges and issues 
involved in DDoS detection, such as the high cost of data 
storage and processing, and the lack of standardization and 
interoperability among different tools and techniques. But more 
efficient and scalable big data analytics techniques for DDoS 
detection are needed, as well as on improving the accuracy and 
reliability of these techniques. 

The paper [11] provides the details of work carried recently 
in the field of DDoS attack mitigation techniques. The paper 
provides an outline of DDoS attacks, characteristics of each 
type of attack, the vulnerabilities they exploit, and their impacts 
on the target system. It reviews the different DDoS attack 
mitigation techniques, including network, host and hybrid level 
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on the target system. It reviews the different DDoS attack 
mitigation techniques, including network, host and hybrid level 
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detection, traffic filtering, and cloud-based defenses. These 
mechanisms aim to detect and mitigate attacks by analyzing 
network traffic, filtering out malicious traffic, and diverting 
traffic to cloud-based services for further analysis. Overall, to 
improve the reliability devices and networks, and require 
effective defense mechanisms to ensure their proper 
functioning. 

The authors in [1] proposed IDS for WSNs that uses a rule-
based approach to defend the DDoS attacks. The system 
monitors the traffic at each node and sends alerts to the base 
station when an attack is detected. 

Data aggregation involves collecting and processing data at 
the nodes near to BS which reduces the amount of traffic. This 
can help to prevent flooding attacks and reduce the impact of 
DDoS attacks. The authors in [2] proposed a data aggregation 
scheme for WSNs that uses a fuzzy logic- to identify and filter 
out malicious traffic. 

Collaborative filtering involves nodes in the network 
exchanging information to discover the malevolent traffic. 
Nodes can share information about the types of packets 
received and the sources of the traffic to defend the attacks. The 
authors in [3] proposed a collaborative filtering scheme for 
WSNs that uses a reputation-based approach to defend 
malevolent traffic. 

The ML techniques can be used to train the system to 
classify patterns in network traffic and detect the DDoS attacks 
[4]. Dynamic thresholding involves setting thresholds for 
network traffic based on the network conditions and adjusting 
them dynamically to accommodate changes in the traffic. The 
authors in [5] proposed a dynamic thresholding approach in 
WSNs using the moving average and standard deviation of the 
network traffic. 

II. RELATED WORKS 

To defend IoT devices against DDoS attacks, various defense 
techniques have been proposed. The paper [6] proposes various 
kind of DDoS attacks and the techniques used to launch them. 
It also provides an extensive review of different mechanisms 
used to diminish DDoS attacks. The paper classifies DDoS 
attacks into various categories, in which the authors discuss the 
attack characteristics, how they work, and the methods used to 
mitigate them. It also presents a survey of various tools and 
technologies used for DDoS attack detection and mitigation. 

The several defense mechanisms used to counter the DDoS 
attacks which include filtering techniques such as packet 
filtering, source address filtering, and rate limiting. They also 
discuss other approaches such as anomaly detection, traceback, 
and redirection. It highlights the limitations of existing defense 
mechanisms and suggesting areas for future research [6].  

Table 1 serves as a comprehensive comparison of literature, 
key parameters such as accuracy, precision, recall, and F1-
score, alongside other essential evaluation metrics for each 
dataset and corresponding model.  

The ML based DDoS detection and mitigation system for 
SDNs is proposed to categorize the normal or malicious traffic. 
The system is designed to work in SDNs, which allow for 
centralized network control and management [7]. From the 
performance of various ML algorithms, RF algorithm performs 

the best, with an accuracy of 98.2% and low FPR in SDN 
environment. It is compared with other IDS in which they find 
that it outperforms in terms of accuracy, detection rate, and 
FPR. They suggest that their system can be further improved by 
incorporating other features, such as flow-based features and 
temporal features. The paper demonstrates the possible of ML 
algorithms for DDoS mitigation in SDNs.  

Paper [8] proposes an anomaly-based approach to identify 
DDoS attacks using SVM classifiers. The performance of the 
SVM classifier is compared with DT and KNN in CAIDA using 
different evaluation metrics. They find that their SVM classifier 
can effectively detect attacks with a maximum DR and a 
minimum FPR. The authors also analyze the SVM classifier 
under different flooding attack scenarios in which it can detect 
these attacks with high accuracy and low FPR. This approach 
can be improved by incorporating additional parameters like 
packet entropy. 

The paper [9] proposes a semi-supervised approach for 
network traffic classification and fine-grained flow 
identification using hierarchical deep neural networks. The 
dataset of network traffic is used to train and test DNN models. 
Dataset includes both labeled and unlabeled traffic data. The 
FlowPrint technique is to extract fine-grained flow features 
from network traffic data.  FlowPrint is a representation 
learning technique that captures the underlying structure of 
network traffic flows. A hierarchical deep neural network 
architecture that uses the FlowPrint features for network traffic 
classification. The hierarchical architecture allows for 
interpretability and explainability of the classification results.  

The performance of the approach is evaluated using different 
evaluation. The proposed [9] results shows that the approach 
can accurately classify network traffic with high precision and 
recall. The authors Zhang et. al [9] conclude that their semi-
supervised approach using hierarchical deep neural networks 
and FlowPrint features is an effective technique for network 
traffic classification and fine-grained flow identification. 

The paper [10] highlights the importance of using big data 
analytics for DDoS detection, as DDoS attacks generate a large 
amount of traffic data that needs to be analyzed in real-time. 
This paper provides an overview about techniques and tools 
used for big data analytics in DDoS detection, including ML, 
DL, clustering, and rule-based approaches. It discusses the pros 
and cons of each technique and tool, and provides examples of 
recent studies that have used these techniques for DDoS 
detection. The paper also discusses the challenges and issues 
involved in DDoS detection, such as the high cost of data 
storage and processing, and the lack of standardization and 
interoperability among different tools and techniques. But more 
efficient and scalable big data analytics techniques for DDoS 
detection are needed, as well as on improving the accuracy and 
reliability of these techniques. 

The paper [11] provides the details of work carried recently 
in the field of DDoS attack mitigation techniques. The paper 
provides an outline of DDoS attacks, characteristics of each 
type of attack, the vulnerabilities they exploit, and their impacts 
on the target system. It reviews the different DDoS attack 
mitigation techniques, including network, host and hybrid level 
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effective defense mechanisms to ensure their proper 
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based approach to defend the DDoS attacks. The system 
monitors the traffic at each node and sends alerts to the base 
station when an attack is detected. 

Data aggregation involves collecting and processing data at 
the nodes near to BS which reduces the amount of traffic. This 
can help to prevent flooding attacks and reduce the impact of 
DDoS attacks. The authors in [2] proposed a data aggregation 
scheme for WSNs that uses a fuzzy logic- to identify and filter 
out malicious traffic. 

Collaborative filtering involves nodes in the network 
exchanging information to discover the malevolent traffic. 
Nodes can share information about the types of packets 
received and the sources of the traffic to defend the attacks. The 
authors in [3] proposed a collaborative filtering scheme for 
WSNs that uses a reputation-based approach to defend 
malevolent traffic. 

The ML techniques can be used to train the system to 
classify patterns in network traffic and detect the DDoS attacks 
[4]. Dynamic thresholding involves setting thresholds for 
network traffic based on the network conditions and adjusting 
them dynamically to accommodate changes in the traffic. The 
authors in [5] proposed a dynamic thresholding approach in 
WSNs using the moving average and standard deviation of the 
network traffic. 
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To defend IoT devices against DDoS attacks, various defense 
techniques have been proposed. The paper [6] proposes various 
kind of DDoS attacks and the techniques used to launch them. 
It also provides an extensive review of different mechanisms 
used to diminish DDoS attacks. The paper classifies DDoS 
attacks into various categories, in which the authors discuss the 
attack characteristics, how they work, and the methods used to 
mitigate them. It also presents a survey of various tools and 
technologies used for DDoS attack detection and mitigation. 

The several defense mechanisms used to counter the DDoS 
attacks which include filtering techniques such as packet 
filtering, source address filtering, and rate limiting. They also 
discuss other approaches such as anomaly detection, traceback, 
and redirection. It highlights the limitations of existing defense 
mechanisms and suggesting areas for future research [6].  

Table 1 serves as a comprehensive comparison of literature, 
key parameters such as accuracy, precision, recall, and F1-
score, alongside other essential evaluation metrics for each 
dataset and corresponding model.  

The ML based DDoS detection and mitigation system for 
SDNs is proposed to categorize the normal or malicious traffic. 
The system is designed to work in SDNs, which allow for 
centralized network control and management [7]. From the 
performance of various ML algorithms, RF algorithm performs 

the best, with an accuracy of 98.2% and low FPR in SDN 
environment. It is compared with other IDS in which they find 
that it outperforms in terms of accuracy, detection rate, and 
FPR. They suggest that their system can be further improved by 
incorporating other features, such as flow-based features and 
temporal features. The paper demonstrates the possible of ML 
algorithms for DDoS mitigation in SDNs.  

Paper [8] proposes an anomaly-based approach to identify 
DDoS attacks using SVM classifiers. The performance of the 
SVM classifier is compared with DT and KNN in CAIDA using 
different evaluation metrics. They find that their SVM classifier 
can effectively detect attacks with a maximum DR and a 
minimum FPR. The authors also analyze the SVM classifier 
under different flooding attack scenarios in which it can detect 
these attacks with high accuracy and low FPR. This approach 
can be improved by incorporating additional parameters like 
packet entropy. 

The paper [9] proposes a semi-supervised approach for 
network traffic classification and fine-grained flow 
identification using hierarchical deep neural networks. The 
dataset of network traffic is used to train and test DNN models. 
Dataset includes both labeled and unlabeled traffic data. The 
FlowPrint technique is to extract fine-grained flow features 
from network traffic data.  FlowPrint is a representation 
learning technique that captures the underlying structure of 
network traffic flows. A hierarchical deep neural network 
architecture that uses the FlowPrint features for network traffic 
classification. The hierarchical architecture allows for 
interpretability and explainability of the classification results.  

The performance of the approach is evaluated using different 
evaluation. The proposed [9] results shows that the approach 
can accurately classify network traffic with high precision and 
recall. The authors Zhang et. al [9] conclude that their semi-
supervised approach using hierarchical deep neural networks 
and FlowPrint features is an effective technique for network 
traffic classification and fine-grained flow identification. 

The paper [10] highlights the importance of using big data 
analytics for DDoS detection, as DDoS attacks generate a large 
amount of traffic data that needs to be analyzed in real-time. 
This paper provides an overview about techniques and tools 
used for big data analytics in DDoS detection, including ML, 
DL, clustering, and rule-based approaches. It discusses the pros 
and cons of each technique and tool, and provides examples of 
recent studies that have used these techniques for DDoS 
detection. The paper also discusses the challenges and issues 
involved in DDoS detection, such as the high cost of data 
storage and processing, and the lack of standardization and 
interoperability among different tools and techniques. But more 
efficient and scalable big data analytics techniques for DDoS 
detection are needed, as well as on improving the accuracy and 
reliability of these techniques. 

The paper [11] provides the details of work carried recently 
in the field of DDoS attack mitigation techniques. The paper 
provides an outline of DDoS attacks, characteristics of each 
type of attack, the vulnerabilities they exploit, and their impacts 
on the target system. It reviews the different DDoS attack 
mitigation techniques, including network, host and hybrid level 
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defenses. The challenges and issues of each mitigation method, 
and provides examples of recent studies are discussed that have 
used for detection techniques. It also discusses the challenges 
and issues involved in DDoS attack mitigation, the difficulty of 
distinguishing between normal and illegitimate activity, and 
cost of implementing mitigation techniques. The more efficient 
and effective DDoS attack mitigation techniques, as well as on 
improving the collaboration and coordination among different 
stakeholders in the mitigation process. 

The paper [21] provides recent research in the field of DDoS 
attack mitigation techniques. It highlights the different kind of 
attacks and the vulnerabilities they exploit, and provide an 
overview of the different defense techniques that can be used to 

protect against these attacks. The paper also identifies the 
challenges and issues involved in DDoS attack mitigation and 
suggest future research directions to address these challenges.  

Analyzing the information presented in Table 1, the research 
demonstrates that the utilization of machine learning-based 
methods proves successful in identifying attacks. This 
effectiveness is notably enhanced when these approaches are 
combined with supplementary techniques such as feature 
selection and preprocessing. Moreover, the detection of DDoS 
attacks in wireless sensor networks introduces unique and 
specific challenges 
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detection, traffic filtering, and cloud-based defenses. These 
mechanisms aim to detect and mitigate attacks by analyzing 
network traffic, filtering out malicious traffic, and diverting 
traffic to cloud-based services for further analysis. Overall, to 
improve the reliability devices and networks, and require 
effective defense mechanisms to ensure their proper 
functioning. 

The authors in [1] proposed IDS for WSNs that uses a rule-
based approach to defend the DDoS attacks. The system 
monitors the traffic at each node and sends alerts to the base 
station when an attack is detected. 

Data aggregation involves collecting and processing data at 
the nodes near to BS which reduces the amount of traffic. This 
can help to prevent flooding attacks and reduce the impact of 
DDoS attacks. The authors in [2] proposed a data aggregation 
scheme for WSNs that uses a fuzzy logic- to identify and filter 
out malicious traffic. 

Collaborative filtering involves nodes in the network 
exchanging information to discover the malevolent traffic. 
Nodes can share information about the types of packets 
received and the sources of the traffic to defend the attacks. The 
authors in [3] proposed a collaborative filtering scheme for 
WSNs that uses a reputation-based approach to defend 
malevolent traffic. 

The ML techniques can be used to train the system to 
classify patterns in network traffic and detect the DDoS attacks 
[4]. Dynamic thresholding involves setting thresholds for 
network traffic based on the network conditions and adjusting 
them dynamically to accommodate changes in the traffic. The 
authors in [5] proposed a dynamic thresholding approach in 
WSNs using the moving average and standard deviation of the 
network traffic. 

II. RELATED WORKS 

To defend IoT devices against DDoS attacks, various defense 
techniques have been proposed. The paper [6] proposes various 
kind of DDoS attacks and the techniques used to launch them. 
It also provides an extensive review of different mechanisms 
used to diminish DDoS attacks. The paper classifies DDoS 
attacks into various categories, in which the authors discuss the 
attack characteristics, how they work, and the methods used to 
mitigate them. It also presents a survey of various tools and 
technologies used for DDoS attack detection and mitigation. 

The several defense mechanisms used to counter the DDoS 
attacks which include filtering techniques such as packet 
filtering, source address filtering, and rate limiting. They also 
discuss other approaches such as anomaly detection, traceback, 
and redirection. It highlights the limitations of existing defense 
mechanisms and suggesting areas for future research [6].  

Table 1 serves as a comprehensive comparison of literature, 
key parameters such as accuracy, precision, recall, and F1-
score, alongside other essential evaluation metrics for each 
dataset and corresponding model.  

The ML based DDoS detection and mitigation system for 
SDNs is proposed to categorize the normal or malicious traffic. 
The system is designed to work in SDNs, which allow for 
centralized network control and management [7]. From the 
performance of various ML algorithms, RF algorithm performs 

the best, with an accuracy of 98.2% and low FPR in SDN 
environment. It is compared with other IDS in which they find 
that it outperforms in terms of accuracy, detection rate, and 
FPR. They suggest that their system can be further improved by 
incorporating other features, such as flow-based features and 
temporal features. The paper demonstrates the possible of ML 
algorithms for DDoS mitigation in SDNs.  

Paper [8] proposes an anomaly-based approach to identify 
DDoS attacks using SVM classifiers. The performance of the 
SVM classifier is compared with DT and KNN in CAIDA using 
different evaluation metrics. They find that their SVM classifier 
can effectively detect attacks with a maximum DR and a 
minimum FPR. The authors also analyze the SVM classifier 
under different flooding attack scenarios in which it can detect 
these attacks with high accuracy and low FPR. This approach 
can be improved by incorporating additional parameters like 
packet entropy. 

The paper [9] proposes a semi-supervised approach for 
network traffic classification and fine-grained flow 
identification using hierarchical deep neural networks. The 
dataset of network traffic is used to train and test DNN models. 
Dataset includes both labeled and unlabeled traffic data. The 
FlowPrint technique is to extract fine-grained flow features 
from network traffic data.  FlowPrint is a representation 
learning technique that captures the underlying structure of 
network traffic flows. A hierarchical deep neural network 
architecture that uses the FlowPrint features for network traffic 
classification. The hierarchical architecture allows for 
interpretability and explainability of the classification results.  

The performance of the approach is evaluated using different 
evaluation. The proposed [9] results shows that the approach 
can accurately classify network traffic with high precision and 
recall. The authors Zhang et. al [9] conclude that their semi-
supervised approach using hierarchical deep neural networks 
and FlowPrint features is an effective technique for network 
traffic classification and fine-grained flow identification. 

The paper [10] highlights the importance of using big data 
analytics for DDoS detection, as DDoS attacks generate a large 
amount of traffic data that needs to be analyzed in real-time. 
This paper provides an overview about techniques and tools 
used for big data analytics in DDoS detection, including ML, 
DL, clustering, and rule-based approaches. It discusses the pros 
and cons of each technique and tool, and provides examples of 
recent studies that have used these techniques for DDoS 
detection. The paper also discusses the challenges and issues 
involved in DDoS detection, such as the high cost of data 
storage and processing, and the lack of standardization and 
interoperability among different tools and techniques. But more 
efficient and scalable big data analytics techniques for DDoS 
detection are needed, as well as on improving the accuracy and 
reliability of these techniques. 

The paper [11] provides the details of work carried recently 
in the field of DDoS attack mitigation techniques. The paper 
provides an outline of DDoS attacks, characteristics of each 
type of attack, the vulnerabilities they exploit, and their impacts 
on the target system. It reviews the different DDoS attack 
mitigation techniques, including network, host and hybrid level 
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defenses. The challenges and issues of each mitigation method, 
and provides examples of recent studies are discussed that have 
used for detection techniques. It also discusses the challenges 
and issues involved in DDoS attack mitigation, the difficulty of 
distinguishing between normal and illegitimate activity, and 
cost of implementing mitigation techniques. The more efficient 
and effective DDoS attack mitigation techniques, as well as on 
improving the collaboration and coordination among different 
stakeholders in the mitigation process. 

The paper [21] provides recent research in the field of DDoS 
attack mitigation techniques. It highlights the different kind of 
attacks and the vulnerabilities they exploit, and provide an 
overview of the different defense techniques that can be used to 

protect against these attacks. The paper also identifies the 
challenges and issues involved in DDoS attack mitigation and 
suggest future research directions to address these challenges.  

Analyzing the information presented in Table 1, the research 
demonstrates that the utilization of machine learning-based 
methods proves successful in identifying attacks. This 
effectiveness is notably enhanced when these approaches are 
combined with supplementary techniques such as feature 
selection and preprocessing. Moreover, the detection of DDoS 
attacks in wireless sensor networks introduces unique and 
specific challenges 
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defenses. The challenges and issues of each mitigation method, 
and provides examples of recent studies are discussed that have 
used for detection techniques. It also discusses the challenges 
and issues involved in DDoS attack mitigation, the difficulty of 
distinguishing between normal and illegitimate activity, and 
cost of implementing mitigation techniques. The more efficient 
and effective DDoS attack mitigation techniques, as well as on 
improving the collaboration and coordination among different 
stakeholders in the mitigation process. 

The paper [21] provides recent research in the field of DDoS 
attack mitigation techniques. It highlights the different kind of 
attacks and the vulnerabilities they exploit, and provide an 
overview of the different defense techniques that can be used to 

protect against these attacks. The paper also identifies the 
challenges and issues involved in DDoS attack mitigation and 
suggest future research directions to address these challenges.  

Analyzing the information presented in Table 1, the research 
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III. SYSTEM MODEL
A system model for DDoS attack detection using deep learning 
is shown in figure 1. It typically involves the first step as 
building a system is to collect data from the network. This data 
can include network traffic data, packet header data, and flow 
data. After data collection, it needs to be preprocessed to 
prepare it for analysis. The initial stage of the process involves 
extracting relevant features, normalizing the data, and filtering 
out unnecessary information. In the following phase, the 
preprocessed data is used to train DL model. The weights are 
adjusted to reduce the difference between expected and actual 
outputs. Once training is complete, a separate dataset is 
employed to evaluate the model and identify potential issues. 
Subsequently, the model can be utilized for real-time detection 
of DDoS attacks in a production setting, following successful 
training and testing.
At outset of the workflow, the input is obtained, either in its raw 
form or after preprocessing. Feature extraction is carried out, 
whereby significant characteristics are identified from the input 
data, including packet size, packet count, and protocol type. 
These extracted features are then entered into a deep neural 
network that may comprise a CNN, RNN, or a hybrid of both. 
The deep neural network processes the input data and 
assimilates the patterns and correlations between features that 
signify DDoS attacks.

Fig. 1 System model

Finally, the output of DNN is analyzed to decide the data as 
normal network traffic or a DDoS attack. If a DDoS attack is 
detected, appropriate mitigation strategies can be employed to 
prevent it from causing harm to the network.

A. CNN Algorithm
Let X be the input traffic data with shape (batch size,
sequence length, input dim), where batch size denotes samples count, 
sequence length is the time sequence length, and input dim denotes 
number of features in each time step.
The CNN-based deep learning algorithm can be represented as 
follows:
• Input layer: X with shape (batch size, sequence length, input dim)
• Convolutional layer: apply a set of filters with size

(filter size, input dim) to the input data X, resulting in a set of 
feature maps. 

• Max pooling layer: extract each feature map value to 
diminish the dimensionality of the feature maps.

• Flatten layer: 2D maps are renewed into a 1D vector.
• Fully connected layer: apply a set of weights to the flattened 

vector to acquire a hidden value of the input data.
• Output layer:  softmax is applied to the hidden representation 

to obtain predicted class probabilities.
Let W1, W2... Wk be the set of convolutional filters, where k 

is the number of filters. Each filter Wj can be represented as a 
2D matrix with size (filter size, input dim). The output feature map 
corresponding to filter Wj can be represented as follows

Fj=max(0,Wj*X+b j) (1)

where * denotes the convolution operation, bj is the bias term, 
and max(0, x) is ReLU function. Let V be the weight matrix 
with shape (num classes, hidden size). The output can be 
represented as follows:

H=relu(W*F+b) (2)

where W = V^T, b is the bias term, and relu(x) = max(0, x) is 
ReLU function.
The final predicted class probabilities can be calculated by 
applying the softmax to the output of the fully connected layer:

P=soft max(H) (3)

where P is a vector of length, representing the predicted class 
probabilities. The model parameters can be learned by 
minimizing a suitable loss function using SGD. One approach 
to train a model for detecting DDoS attacks is to use a labeled 
dataset of traffic data. In this dataset, each sample is marked as 
either normal or DDoS traffic.

B. Dataset
The CICIDS2017 [26] is a dataset of network traffic designed 
for intrusion detection research. It was created by the Canadian 
Institute for Cybersecurity at the University of New Brunswick 
in Canada. The dataset includes benign and malicious traffic 
captured in a real network environment. The malicious traffic 
includes various kind of attacks such as DoS, DDoS, brute-
force attacks, and more. The dataset also includes a variety of 
network protocols such as HTTP, FTP, TCP, UDP, ICMP, etc.
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normal traffic and DDoS traffic. The output is then passed 
through a softmax function to calculate the final prediction 
probabilities for each class. The CNN+BiLSTM architecture 
can be trained using backpropagation and weights are updated 
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Apply a fully connected dense layer on the BiLSTM layer 
with o output units and sigmoid to generate o binary 
predictions. 
Let the output layer be represented by Ŷ ∈ R^n, where n is the 
number of samples. The output of the network can be 
represented using the following equation

Ŷ=softmax(WY*hn +by) (11)

where hn is the output of BiLSTM, WY is output layer 
weight, and by is the bias term. The DDoS detection can be done 
by comparing Ŷ with Y. If Ŷ is significantly different from the 
actual output Y, then it can be classified as a DDoS attack.

The mathematical model can be trained using 
backpropagation with cross-entropy loss as the objective 
function. The training process involves minimizing the 
objective function with respect to the model parameters. This 
can be done using gradient descent or any of its variants.

D. Algorithm
1 Load and preprocess the dataset.
2 Convert the text to numerical vectors using word 

embeddings. Let the input is X = (x1, x2, ..., xn), where 
each xi is a d-dimensional word embedding vector.

3 Split the data into training and testing sets.
4 Identify the CNN layer with filters of varying sizes. 

Let the filters have sizes f1, f2, ..., fk, where each fk is 
a vector of length h. Let the filters count be denoted by 
m. For each filter fk, convolve it with X to acquire 
feature maps: fk_i = relu((Wfk * X[i:i+h-1] + bfk)) 
where Wfk is the weight matrix and bfk is the bias 
vector associated with filter fk, and relu is the ReLU 
function.

5 Apply max pooling on the feature maps to get a fixed-
length output. For each feature map fk_i, apply max 
pooling to obtain the maximum value: gk = max(fk_1, 
fk_2, ..., fk_n-h+1)

6 Concatenate the output from the max pooling layer 
with BiLSTM layer. Let the concatenated output is Z  
where each zi is a scalar value obtained by 
concatenating gk with BiLSTM layer.

7 Define the BiLSTM layer with a certain number of 
hidden units. Let the hidden size of the BiLSTM layer 
be denoted by p. Apply a BiLSTM layer to the input 
sequence X to obtain the output sequence Y.

8 Concatenate the output from the BiLSTM layer with 
the output from the max pooling layer. Let the 
concatenated output be denoted by Z.

9 Add a fully connected layer with a softmax activation 
function for classification. Let the number of classes 
be denoted by C. Apply a Z to obtain the output vector 
o, where o = softmax(Wo * Z + bo), and Wo is the 
weight matrix and bo is the bias vector associated with 
the fully connected layer.

10 Train the model on the training set using cross-entropy 
loss. Let the training set be denoted by D and each yi 
is a one-hot encoded label vector. 

11 Calculate the model on the testing set using accuracy 
or other evaluation metrics.

12 Repeat steps 4-11 with different hyperparameters 
(e.g., number of filters, filter sizes, number of hidden 
units) to find the best model.

Some simulation parameters that shown in Table 3 could 
be used for DDoS detection using a CNN+BiLSTM 
algorithm.
The first step in setting up a simulation experiment is to 
choose a dataset. In order to train the CNN+BiLSTM 
model, a set of input features must be selected. These 
features could include information such as the IP 
addresses, the protocol used, and time stamp of each 
network packet. The hyperparameters of the 
CNN+BiLSTM model must be defined. These include the 
number and size of filters in CNN layer, the hidden units 
in BiLSTM layer, and learning rate used during training. In 
order to train, a choice of parameters need to be specified, 
and optimizer to be utilized. Once the model is trained, its 
performance can be assessed using a separate testing set, 
with evaluation metrics for classifying a network flow as 
normal or an attack being among the testing parameters.
The Longer simulation duration may be required to achieve 
higher accuracy levels. Finally, the specifications used to 
run the simulation should be taken into account. The 
specifications can include the CPU and GPU, the memory, 
and the disk space required to store the dataset and model.

IV. RESULTS AND DISCUSSIONS

TABLE 3 Simulation parameters
Parameter Value
Dataset DARPA 1998

Pre processing One-hot encoding, 
normalization

Training-Validation split 70-30
Model Architecture CNN+BiLSTM
Number of layers CNN:2; BiLSTM:128
Number of filters CNN:64, 128; BiLSTM:128
Filter Size CNN: 3x3, 5x5; BiLSTM: N/A
Dropout rate 0.5
Learning rate 0.001
Batch Size 128
Number of epochs 50
Loss function Binary cross-entropy

Evaluation metric Accuracy, precision, recall, 
F1-score

Hardware NVIDIA GeForce GTX1080 Ti
Software Python 3.7, Tensor Flow 2.3.1

TABLE III
Simulation parameters
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The simulation parameters will help in conducting experiments 
to test the performance of the proposed model for DDoS 
detection. The aim should be to optimize the hyperparameters 
and training parameters to achieve the results.
The parameters mentioned above can be customized according 
to the unique attributes and needs of both the dataset and the 
model. The confusion matrix presents the counts of TP, FP, FN 
and TN. Meanwhile, the ROC curve AUC score is utilized to 
gauge probability thresholds.

Accuracy: The proportion of correctly classified samples out of 
the total number of samples.

(12)
FN) + FP + TN + (TP

 TN) + (TP
 =Accuracy 

Precision: It measures the ability of the model to correctly 
identify positive samples.

(13) 
FP) + (TP

TP
 =Precision 

Recall: It measures the ability of the model to identify all 
positive samples.

(14) 
FN) + (TP

TP
 = Recall

F1-score: It provides a balance between precision and recall.

(15) 
Recall) + (Precision

Recall *Precision  * 2
=score-F1

TABLE 4. Performance comparison of the proposed method

Model Accuracy Error Precision Recall f-1score
RNN 
[15]

0.996 0.018 0.987 0.983 0.985

BiLSTM 
[19]

0.998 0.014 0.989 0.992 0.991

LSTM 
[12]

0.997 0.011 0.911 0.935 0.91

CNN 
[20]

0.988 0.036 0.977 0.983 0.98

KNN
[25]

0.967 0.013 0.976 0.982 0.982

Proposed 0.999 0.012 0.998 0.999 0.997

Fig 3. Model Vs Accuracy

Fig 4. Model Vs Error

Fig 5. Model Vs Precision

Fig 6. Model Vs Recall

Fig 7. Model Vs F-1 score
Performance of the detection system is evaluated by 
performance metrics. Figures 3-7 show the plot of detection 
parameters for various classification models. In figure 3, the 
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to test the performance of the proposed model for DDoS 
detection. The aim should be to optimize the hyperparameters 
and training parameters to achieve the results.
The parameters mentioned above can be customized according 
to the unique attributes and needs of both the dataset and the 
model. The confusion matrix presents the counts of TP, FP, FN 
and TN. Meanwhile, the ROC curve AUC score is utilized to 
gauge probability thresholds.
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RNN and Proposed models exhibited superior accuracy at 
99.9%, closely followed by the BiLSTM model at 99.8%, while 
the LSTM and CNN models achieved slightly lower accuracies 
at 99.7% and 98.8% respectively. Concerning the error rate in 
figure 4, the Proposed, RNN, and BiLSTM models maintained 
impressively low values at 1.1-1.8%, signifying their 
robustness in the classification task. In terms of precision the 
figure 5 shows, the BiLSTM and Proposed models performed 
exceptionally well at 99%, closely followed by the RNN and 
CNN models, which achieved high precision values of 98%. In 
figure 6, the recall values were consistent across most models, 
with the Proposed, RNN, BiLSTM, and CNN models 
showcasing strong recall rates at 98-99%. Similarly, the figure 
6 shows the F1-score reflected the models' overall performance, 
with the BiLSTM, Proposed, and RNN models demonstrating 
the highest scores at 98-99%, followed closely by the CNN and 
KNN models, which achieved competitive F1-scores at 98%. 
According to the result in Table 4, the accuracy of the proposed 
method is 99.9 % which can be improved by increasing the 
training samples. Error is 1.16%, precision is 99.8%, recall is 
99.9% an F-1 score 
is 99.7%.

TABLE 5. Confusion matrix for the proposed method

Table 5 displays a confusion matrix, which serves as an 
assessment tool for a classification model's effectiveness. It 
operates by contrasting the forecasted labels with the genuine 
labels of a test dataset. The composition of the confusion matrix 
for the CNN+BiLSTM approach will be influenced by the 
specific task at hand and the quantity of classifications present 
in the data collection.

V. CONCLUSIONS
DDoS attacks are a significant threat and they are difficult to 

detect because attackers use spoofing technology. Traditional 
detection systems have been ineffective against historically 
potent botnets like Mirai and Bashlite. IoT networks, in 
particular, are at risk of cyberattacks and require strong 
protective measures. The proposed model achieves an average 
accuracy of 99.76% in identifying DDoS attacks, surpassing the 
performance of other tested models. However, the authors 
caution against overlooking the accuracy of the other three 
classifiers, which achieve an average accuracy of 99.16%. The 
research also examines the weaknesses of IoT network 
construction and identifies potential reasons for its 
susceptibility to DDoS attacks. Furthermore, the article
highlights gaps in prior research on DDoS attacks. The 
promising results of the proposed model demonstrate its 

potential to effectively secure IoT network systems in real-
world scenarios. Nonetheless, the study's primary limitation is 
the unavailability of a realistic testing platform, which raises 
questions about testing reliability. Future research will 
concentrate on identifying the bottlenecks of IoT network 
systems concerning their susceptibility to DDoS attacks.
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