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Thesis task description

Gaming is one of the largest industries of digital entertainment. Modern gaming software
may be susceptible to command execution delay, which may be caused by various factors,
such as insufficient rendering capabilities or limited network resources. At the time of the
thesis, the utilized advances in gaming are often accompanied by brief descriptions when
communicated to the users. While such descriptions may be compressed into a couple of
words, even a single word may impact user experience. Due to the cognitive bias induced
by the labeling effect, the impact of such a word may actually be more significant than
what the user genuinely perceives.

Within the scope of the thesis, the tasks to be performed by the student shall include the
following;:
1. Review the related scientific literature and the relevant international standards.

2. Design the methodology for a subjective study that addresses the aforementioned
form of cognitive bias.

3. Implement the experimental setup and carry out the subjective tests.

4. Analyze the collected data and assess the correlation between the test variables and
the obtained subjective scores.
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Abstract

Gaming is a multi-billion-dollar industry and stands among the most prominent forms
of entertainment worldwide. As games become more advanced, player experience is in-
creasingly influenced not only by technical performance factors such as graphics, frame
rate, and responsiveness, but also by psychological factors that affect perception. This
thesis investigates the impact of the labeling effect—a form of cognitive bias which al-
ters subjective evaluation via descriptive labels—on the player’s perception of command
execution delay in video games. The experimental setup was developed to assess two
types of video game input (single and continuous), with varying game difficulties and
different extents of added command execution delay (0ms, 50 ms, 150 ms, and 250 ms).
The subjective study included a total of 48 test conditions, which were evaluated by 60
test participants. The task was to directly compare objectively identical game sequences,
which were labeled either as “optimized” or “not optimized”. Half of the test participants
compared “optimized” sequences to “not optimized” ones, while the other half was pre-
sented with the opposite order. The findings reveal that the labeling effect significantly
influences perceived responsiveness. The results show that 70% of the ratings reported
noticeable differences, with a preference toward the sequences with the “optimized” label.
In addition, a strong correlation between the extent of command execution delay and the
influence of the labeling effect was observed. When it comes to the game difficulties, the
differences measured were statistically significant between easy and hard difficulties; how-
ever, the medium difficulty did not differ significantly from either. Regarding input type
and label order, no statistically significant differences were measured. The findings suggest
that cognitive bias can meaningfully affect how players perceive performance, even in the
absence of actual changes. Prior to the submission of this thesis, the work was published in
a scientific journal under the title “The Influence of the Labeling Effect on the Perception
of Command Execution Delay in Gaming”.



Tém TAt

Nganh cong nghiép tro choi dién tit 1a mot linh vie tri gia hang ty do la va la mot trong
nhitng nganh giai tri 16n nhat hién nay. Khi céc tro choi ngdy cang trd nén tién tién hon,
trai nghiém ctia ngudi choi khong chi bi &nh hudéng bdi céc yéu t6 ky thuat nhu do hoa,
tdc do khung hinh va d6 phan hoi, ma con bdi cac yéu t6 tAm 1y anh hudng dén cdm nhén.
Luan van nay nghién ctu tdc dong ciia hiéu ng gdn nhan—mot dang thién kién nhan
thitc lam thay d6i danh gid chii quan théng qua cdc nhan mé td—doéi véi cam nhén cia
ngudi choi vé do tré trong thuc thi 1énh trong tro choi dién tit. Mot hé théng thit nghiém
da dugc xay dung dé danh gid hai loai phuong thitc nhap dit dau vao trong tro chai (dau
vao 10i rac va dau vao lién tuc), v6i cadc mitc do khé khac nhau va céc mitc do tré duge
thém vao (0 ms, 50 ms, 150 ms va 250 ms). Nghién citu chii quan bao gom tong cong 48
diéu kién thit nghiém, duge danh gid béi 60 ngusi tham gia. Nhiém vu ctia ho 14 so sanh
truc tiép cac chudi tro choi gidng hét nhau vé mat ky thuat, nhung ducgc gan nhan 13 “tdi
uu” hodc “khong téi wu”. Mot nita s ngudi tham gia so sanh chudi “t6i wu” véi chudi
“khong t6i wu”, trong khi nita con lai duge trinh bay theo thit tu ngugc lai. Két qué cho
thay hiéu ting gdn nhan anh hudéng ré rét dén cam nhan vé do phan hoi. 70% s6 lugt danh
gi4 ghi nhan sy khac biét dang chu ¥, v6i xu huéng nghiéng vé cic chudi duge gdn nhan
“61 wu”. Ngoai ra, c6 mdi tuong quan manh gitta mitc do tré thuc thi lénh va mitc do anh
huéng ctia hiéu tng gan nhan. Xét vé do kho ctia tro choi, sy khac biét duge do ludng cb ¥
nghia thong ké gitta hai mtc dé va khé; tuy nhién, mitc trung binh khong khac biét dang
ké so v6i hai mitc con lai. Déi véi loai dau vao va thit tu gdn nhan, khong c6 ghi nhan nao
vé su khéc biét c¢6 ¥ nghia thong ké. Cac phét hién niy cho thiy thién kién nhan thtc cé
thé a4nh hudng ding ké dén cich ngudi choi cAm nhan hiéu suat cta tro choi, ngay cé khi
khong c6 su thay déi thuc té nao. Trude khi ludn vin nay duge nop, nghién ctu da duge
cong bd trén mot tap chi khoa hoc véi tiéu dé “The Influence of the Labeling Effect on
the Perception of Command Execution Delay in Gaming”.
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Chapter 1

Introduction

1.1 Motivation

Over the past decade, video gaming has become one of the most prominent and widely em-
braced forms of entertainment. Unlike traditional media, modern video games offer highly
immersive and interactive experiences, allowing players to engage with richly-crafted vir-
tual worlds. Through role-playing, mission completion, and narrative exploration, players
can inhabit characters and scenarios far removed from everyday life. These experiences
are inherently fictional; however, if presented in a proper manner, they can still foster a
strong sense of presence and emotional connection. The capacity to blend fiction with
perceived reality plays a crucial role in shaping the overall experience.

The user experience in video games is largely shaped by the quality attributes of the game
itself. Elements such as high-resolution graphics, engaging narratives, immersive world-
building, well-developed characters, and innovative gameplay all contribute to the overall
user experience. However, one particularly critical attribute—if not the most important—
is the performance of the game. The performance of video games can be measured by
different factors [1], yet most of those factors are somewhat relevant to the technological
advancement of the system that the game operates on. For instance, the work of Andreev
[2] indicates that most players perceive video games that are capable of running at 60 fps
or higher to be much better than those games that are frame-locked at 30 fps (i.e., games
that run at a maximum of 30 frames per second). However, in my thesis, I investigate
the performance from the aspect of responsiveness, which refers to the immediacy of how
a game reacts to the player input. In another word, the command execution delay—
measured by the time elapsed from the issue of the input command to the visual update
of the corresponding action on the display device—is examined in this thesis. Prior studies
have shown that even minimal perceptible delays can disrupt immersion, distract players,
and significantly degrade their overall enjoyment of the game [3].

Despite the tremendous technological advancements, latency remains a hindrance to the
achievement of a smooth, seamless experience of video games. While modern hardware and
software can mitigate the command execution delay to mere milliseconds, the perceived
responsiveness is not solely dictated by these objective measurements. Human perception
is heavily influenced by psychological and cognitive factors [4], which can distort the
experience of latency. In some instances, players may perceive minimal delays to be more
disruptive than they actually are. This gap between actual system performance and user
perception addresses the role of cognitive bias in video game enjoyment.



One such form of cognitive bias is the labeling effect, a phenomenon which can alter the
individual’s subjective evaluation of an experience or a product through the presence of
contextual descriptive labels [4]. On the other hand, we live in a modern society that
thrives on trading goods and products, and builds on the provision of services, which
essentially makes members of the society consumers. Whenever an individual intends to
buy a product, one may notice that product labels usually use certain vocabularies that
affirm their characteristics in a manner that encourages purchase. That might be the
labeling effect in action [5]; oftentimes, it only takes a single word to enable the labeling
effect [6, 7, 8], and video games are no exception to this phenomenon. For instance, in
competitive gaming, players are not only playing the game itself, but also competing with
others, thus, it is a common practice for players to design and/or follow methods to play
games in the most efficient way. For instance, these methods are known as “build order”
in multiplayer online battle arena (MOBA) games and real-time strategy (RTS) games,
and they are used to gain certain advantages over opponents [9, 10]. Optimizing gameplay
also exists in non-competitive games. For example, the activity of attempting to finish a
game in the shortest period of time is known as “speedrun”. The optimization does not
always focus on the way players play the game; occasionally, system settings are also taken
into account (e.g., how the keyboard should be bound, how much the sensitivity of the
mouse should be adjusted, etc.). Moreover, modern video games are regularly updated
with hot fixes and patches. This emphasizes the requirement for the optimization to be
updated in order to keep up with the state of the game. Such methods are widely shared
and discussed among gaming communities and are usually referred to as “meta”. The term
“meta” is popular to such an extent that any content if labeled “meta” may be considered
as “optimal” or “the best”.

Summa summarum, while the advancement of gaming technology provides powerful com-
puter systems that are meant to enable more immersive and complex video games, the
impact of cognitive bias on the perception of delay is rather under-studied when it comes
to the player experience. Only a few studies on the labeling effect were carried out thus far,
and generally no study addressed the impact of the labeling effect on the perceived quality
of video games. Therefore, the lack of scientific literature on such impact of cognitive bias
is the primary motivation for my thesis.

As a personal motivation, I like playing video games. Over time, I became increasingly
interested not just in the gameplay itself, but in the underlying systems that shape player
experience—particularly how subtle factors like feedback timing, interface design, and
performance optimization affect immersion and satisfaction. I also noticed how often
players—including myself—would judge changes in gameplay quality based on patch notes
or update labels, even when the differences were not immediately perceptible. This sparked
my curiosity about the psychological factors that influence perceived performance, espe-
cially the role of cognitive bias, such as the labeling effect. Through this thesis, I aim
to combine my personal passion for gaming with academic inquiry to gain a better un-
derstanding of how expectations shaped by labels can alter the perception of quality and
responsiveness, even when no objective changes are presented.

1.2 Analysis of task description
Within the scope of my thesis, I addressed the tasks in the following manner:

1. “Review the related scientific literature and the relevant international standards.”



One of the first steps in this thesis was to dive into the existing scientific lit-
erature and international standards related to the topic. This helped me build
a strong foundation for understanding how player experience is evaluated and
what factors influence it—especially in terms of performance and perception. I
looked into previous research on the different forms of cognitive bias, such as the
labeling effect, and how these can affect the way entities and characteristics are
perceived. Exploring studies on video game performance, user perception, and
gameplay optimization gave me a clearer picture of how complex and layered
the gaming experience can be. At the same time, I also reviewed international
standards that define how user experience and performance should be measured
[11, 12], how viewing conditions should be selected [13], and how gaming-related
considerations should be addressed [14, 15, 16]. These standards are important
because they offer widely accepted guidelines and methods that make it easier
to evaluate games in a consistent, meaningful, and reproducible way. Bringing
together both academic insights and formal standards helps to ensure that the
thesis is not only scientifically sound, but also practically relevant. Due to the
interdisciplinary nature and complexity of my research work, I review the related
scientific literature separately in the contexts of command execution delay and
cognitive bias. Moreover, I address the relevant standards during the elaboration of
the employed methodology.

. “Design the methodology for a subjective study that addresses the aforementioned
form of cognitive bias.”

To effectively investigate the impact of the labeling effect on the perception
of video game performance, it was essential to design a clear and controlled
subjective study. The goal was to create an experimental environment where the
only varying factor was the label assigned to identical gameplay sequences. This
meant carefully planning how the game sessions would be presented, ensuring that
the true nature of the game sequences remained unknown to the test participants.
Key elements of the methodology included selecting appropriate game input types
(i.e., single-input and continuous-input), defining conditions (i.e., extent of added
delay, difficulty, and labels), and constructing a pairwise comparison format that
allowed test participants to express preferences—indicating potential cognitive bias.
It was also important to take note of the order of presentations (i.e., which assigned
label was shown first), which may have an impact on the extent of bias. Overall,
the methodology was shaped to isolate the labeling effect and measure its influence
on user perception as accurately as possible.

. “Implement the experimental setup and carry out the subjective tests.”

Once the methodology was finalized, the next step was to implement the ex-
perimental setup and conduct the subjective tests. Two different custom game
environments were developed to allow controlled manipulation of game conditions—
command execution delay and difficulty level—while keeping the visual and
gameplay elements identical across different test cases. The key feature of this setup
was its ability to assign different labels—“optimized” or “not optimized”—to pairs
of identical gameplay sequences. Test participants were recruited to take part in
the study, and each was asked to play through multiple pairs of sequences, rating
their experience based on perceived performance differences. A brief training phase
was carried out to ensure that participants were fully aware of the labels assigned
to the sequences, and to familiarize them with the games and the assessment task.



The study sessions were conducted under consistent conditions to reduce external
influence, and all responses were collected digitally for later analysis.

4. “Analyze the collected data and assess the correlation between the test variables
and the obtained subjective scores.”

Finally, the last part involves the analysis of the collected data and the as-
sessment of the correlation between the test variables and the obtained subjective
scores. This step focuses on processing the responses gathered from the test par-
ticipants during the subjective tests, and applying appropriate statistical methods
to identify patterns, trends, and relationships. The goal is to determine how the
different test variables—label order, gameplay difficulty, input type, and added
delay—affect the perception of gaming quality (i.e., the amount of perceived delay).

1.3 Individual contribution

This thesis represents an independent research effort to explore the effects of cognitive
bias—specifically the labeling effect—on perceived delay in video games. I carried out
all stages of the research project on my own—of course, with guidance from my thesis
supervisor—from the initial review of relevant literature to the final analysis and docu-
mentation.

As the only author of this thesis, I conducted an extensive review of the scientific litera-
ture and international standards related to command execution delay in gaming, gaming
Quality of Experience (QoE), cognitive bias, and subjective testing methodologies. I iden-
tified gaps in current research, particularly the lack of empirical studies investigating the
labeling effect in the context of gaming.

Based on this knowledge, I proposed research questions, formulated hypotheses, and de-
signed the experimental methodology to address the labeling effect in a controlled envi-
ronment. I selected appropriate test variables (i.e., assigned labels, difficulty levels, and
extents of added delay) that formed test conditions, and created a test scenario where
gameplay sequences used for comparisons were identical except for the assigned labels.

I developed and implemented the experimental setup, including the user interface, game-
play sequences, and the rating system. I recruited test participants and conducted the sub-
jective tests, ensuring that ethical standards and data privacy were maintained throughout
the study.

I performed a comprehensive statistical analysis of the results. This included calculating
means, identifying distribution patterns, and assessing statistical significances between
conditions using appropriate tests. Then from the observations, I drew conclusions on the
impact of cognitive bias on the perceived command execution delay.

In addition to the research and analysis, I wrote the entirety of the thesis document without
the help of any form of assistance based on artificial intelligence. This project has not only
allowed me to deepen my understanding of research related to user experience, but also
provided me with valuable experience in independent scientific work, critical thinking, as
well as technical writing.

I hereby state that according to my best knowledge, the work introduced in this thesis
is the first to investigate the impact of the labeling effect on the perception of command
execution delay. While I relied on earlier works on QoE to decide the methodology of my
research effort, my individual contributions separate well from the scientific literature.



The scientific contents of my thesis have already been published in an international peer-
reviewed journal at the time of thesis submission, under the title “The Influence of the
Labeling Effect on the Perception of Command Execution Delay in Gaming” [17]. My
thesis supervisor and myself are the only authors of the published paper—no other student
of this university or any other institution contributed to the work.

1.4 Hypothesis declaration

The hypothesis of this work is built around several research questions that aim to explore
how labels such as “optimized” and “not optimized” influence the perception of delay.

(i) The first question asks whether these labels alone can significantly change how test
participants rate identical game sequences. Is there a statistically significant difference
between the theoretical ratings and the obtained results that are influenced by the labels
“optimized” and “not optimized”?

(ii) Next, the study looks at the role of label order. Is there a statistically significant
difference between pairs where the “optimized” is the first label and “not optimized” is
the second label and pairs with the opposite order?

(iii) The study also examines whether players respond differently when they interact with
different types of game input. Is there a statistically significant difference between the
results obtained for single-input and continuous-input games?

(iv) The fourth question focuses on game difficulty. Are there statistically significant
differences between the results obtained for easy, medium, and hard game instances?

(v) The last question addresses the amount of added delay. Are there statistically signifi-
cant differences between game sequences with different extents of added delay?

In all of these cases, the null hypothesis is that any difference between the aforementioned
clusters of the obtained results is simply due to random error.

1.5 Thesis structure

The remainder of my thesis is structured as follows. The related scientific literature is
reviewed in Chapter 2, separately for command execution delay and cognitive bias. The
methodology of the research effort is detailed in Chapter 3, including test environment,
test variables, software (i.e., the two video games I created for this work), test condi-
tions, and test protocol. The analysis of the obtained subjective ratings is presented in
Chapter 4, addressing overall results, label order, input types, game difficulty, and added
command execution delay. The chapter also provides additional discussions related to the
implications, limitations, and potentials of such work. Finally, my thesis is summarized
in Chapter 5, which lists the potential future continuations of the research effort as well.



Chapter 2

Related Work

In this chapter, the published scientific achievements relevant to the study are discussed.
The research efforts on the topic of command execution delay and cognitive bias are
analyzed separately.

2.1 Command execution delay

The classic study of Shniederman [18] shows that maintaining the computer system re-
sponse time under one second is crucial for user engagement and it keeps user frustration
at a low level, whereas any longer delay may disrupt the cognitive flow. Moreover, delay
that exceeds 10 seconds may result in task abandonment. However, it is worth noting
that those findings date back more than four decades; human-computer interaction (HCI)
has evolved considerably since then. A more recent study of Raaen and Eg [19] indicates
that some users can detect—and are irritated by—Ilatencies as short as 66 ms. Delay tol-
erance can nonetheless increase when users know that the technology in use inherently
introduces delays. For instance, in satellite-based space communications, Wang [20] found
that latencies up to 10 seconds may actually be tolerated.

In the context of video games, the work of Metzger et al. [21] proposes a lag model
for video games. The presented model treats total latency as the sum of network delay,
processing delay, and playout delay (i.e., command execution delay). The model also
includes additional factors such as input command rate, server tick rate in online titles,
and codec latency in cloud gaming scenarios. The survey of Pantel and Wolf [22] shows
that players’ tolerance for latency depends not only on network delay but also on the game
genre—a finding that the study of Schmidt et al. [23] also concludes later on.

Claypool and Claypool [24] observed that latency sensitivity varies across the distinct
phases of gameplay. The “play phase”—in which real-time player interaction occurs—is
the most vulnerable to latency in online games. Even so, a thoughtful game design can
keep the overall experience acceptable under substantial network lag. The work of Fritsch
et al. [25] demonstrates this with the analysis of the game Everquestll, showing that
players still evaluated the gameplay as tolerable despite the high latency during the “play
phase”.

In the field of cloud gaming, Chen et al. [26] measured the command execution delay when
streaming video games to a personal computer (PC) by different cloud services. The study
shows that latencies range from 135ms up to 500ms. A more recent study [27] focuses
on mobile cloud gaming measured lower but still noticeable delays. Depending on the



type of network connection of the device—which was either Wi-Fi or long-term evolution
(LTE)—the latency varied between 70 ms and 177 ms.

In the context of virtual reality (VR), the work of Allison et al. [28] measured the latency
of the technology itself (i.e., the time interval between a user’s head movement and the
corresponding update of visual representation). Delays up to 200 ms mark the tolerance
threshold before users become uncomfortable. Task performance, however, may demand
far stricter responsiveness. Huang et al. [29] asked test participants to complete a balance
task while varying the delay of the visual representation. The study concludes that once
the delay surpassed 25 ms, the task became impossible. Together, these findings signify
the difference between general latency tolerance and task performance.

There are numerous research efforts that examine the impact of influence factors on QoE
in gaming scenarios. Multiple studies [30, 31, 32] suggest that age, gender, personality,
previous gaming experience, and user performance are some of the main factors that
contribute to one’s perception of QoE. To quantify their effect, Moller et al. [14] created a
seven-dimensional Gaming Experience Questionnaire (GEQ), while Depping and Mandryk
[33] developed the Game Specified Attributing Questionnaire (GSAQ) to measure the
correlation between the players’ characteristics (e.g., emotion, motivation, and behavior)
and QoE. Among the aforementioned factors, player performance—which is of particular
interest for game designers and developers—is heavily dependent on command execution
delay. Numerous studies on networked-gaming [8, 34, 35, 36, 37| focus on the impact
of delay on the player’s performance. The results of these studies converge and indicate
that games with a delay around 100 ms are acceptable; when reaching 200 ms games are
playable but annoying; and above 500 ms they were reported to be extremely difficult and
scored poorly in terms of QoE. The work of Chanel et al. [38] indicates that performance
is linearly affected by game difficulty. If a game is too easy, boredom sets in; if it is
too hard——especially under delayed conditions—frustration rises. Note that QoE drops
in both cases. Researchers therefore proposed Dynamic Difficulty Adjustment (DDA)
models [39, 40, 41, 42] to reduce the impact of the player’s performance on QoE. Sabet et
al. [43, 44] introduced an improved DDA model for cloud-based gaming which operates in
real time and does not require the tracking of player performance. By modifying in-game
mechanics, the model could mitigate the negative effect of delay on QoE [45]. On the other
hand, the work of Lee and Chang [46] introduces Advance Lag Compensation (ALC) for
first-person shooters (FPS), while the finding of Liu et al. [47] indicates that as long
as player’s self-evaluated performance was fulfilled, the game still received positive QoE
ratings under delayed conditions. Only when these conditions were not met, the games
became laggy and annoying to play. Finally, studies [48, 49] also suggest that delay can
degrade experience through visual-audio asynchrony. Experiments show that players may
tolerate visual-audio offsets up to roughly 250 ms, although the exact threshold depends
on the characteristics of the game.

A great number of research efforts on the topic of command execution delay focuses only
on network delay, while local delay is overlooked—even though it also contributes to the
total lag experienced by the player. The work of Raaen and Petlund [50] shows that local
system delay may reach up to 100 ms—making it comparable to network delay. The study
of Long and Gutwin [51] reports a variety range of local lag ranging from 50 ms to 500 ms.
The study also introduces a predictive model called “Time to React” with the aim to help
developers estimate and counteract the impact of such local delay.

Claypool et al. [52] examined how the lag of the cursor affects user performance. In the
study, test participants were asked to use a mouse with added delay to choose and click
on fast-moving targets across varying target speeds and mouse latency levels. The results



indicate that both user selection times and error rates increase linearly with added local
delay, cutting overall performance to roughly 25% of the performance without lag. In a
follow-up study using the same methodology, Claypool et al. [53] concluded that perceived
QoFE is mainly governed by the magnitude of delay rather than by target speed. These
findings suggest that local latency also affects modern FPS games. Liu et al. [7] examined
the effect of local delay on the player’s performance in the FPS game Counter Strike:
Global Offensive. During the test, participants were asked to fire different weapons at
targets under different conditions of delay. The results indicate that reducing latency from
125 ms to 25 ms improved player performance by 20%. The work of Ivkovic et al. [54] also
focuses on first-person-view computer tasks and the impact of delay on user performance.
The authors measured the real-world local latency by using a high-speed camera—frame
by frame—from the moment the input command was issued to the actual visualization
update on the user screen. The study reveals that the average local delay ranges from 23 ms
to 243 ms which may cause a significant and substantial degradation in the performance
of the target tracking and target acquisition tasks—which are fundamental tasks in FPS
games.

The scientific literature suggests that FPS games are more sensitive to delay in general
than other games from different genres. The work of Quax et al. [55] reveals that fast-
paced games such as FPS, fighting games (FTG), and racing games—which require intense
interactions—suffer more from latency than puzzle or strategy games. Other studies reveal
similar findings in the field of cloud-based gaming [56], traditional online gaming [57], and
mobile gaming [58]. On the other hand, the study of Claypool [59] focuses on the impact
of latency in RTS games. The study concludes that such strategy games revolve around
long-term strategy rather than instantaneous reaction, thus, making the game genre less
dependent on responsiveness. This finding aligns with the findings from the work of Pedri
and Hesketh [60]. The authors also concluded that fast-interaction computer tasks demand
greater attentional resources, which in turn reduce the user’s ability to process temporal
information. As a result, time is perceived to pass more quickly during these tasks, making
users more likely to tolerate longer delays without awareness or discomfort.

Sabet et al. [43] conducted an experiment in which he periodically injected a local lag to
the input while the test participants played different games. The authors developed three
games: Shooting Range (aiming and shooting at targets with the mouse), T-Rex (jump-
ing over obstacles on a 2D platform), and Rocket Escape (horizontal dodging randomly
spawned obstacles). The results reveal that players may mitigate delay by anticipating up-
coming events whenever the game behavior was based on rules and thus, was predictable.
Consequently, Shooting Range and T-Rex still received favorable QoE ratings. On the
other hand, obstacles in Rocket Escape are randomly spawned which makes the game
less adaptable; thus, the added latency sharply lowered the QoE ratings. The study of
Normoyle et al. [3] concludes that players may adapt well to constant delays up to 300 ms;
however, a small jitter (i.e., the variation of delay) may be noticed by all users and cause
annoyance.

These findings resonate with the finding of the work of Kohrs et al. [61]. The authors used
functional resonance imaging (fMRI) to examine how the brain responds to local delay
during computer-based tasks. The results reveal that when delay occurs frequently, the
brain adapts over time, gradually returning neural activity to the baseline level. In con-
trast, unexpected or irregular delays may disrupt user focus and cognitive flow, indicating
that predictability plays a critical role in how delay is perceived by users.

Command execution delay can affect both single-player and multi-player gaming experi-
ences, but its impact is generally more concerned in multi-player settings. Multi-player



games often involve real-time competition or cooperation, where delays can introduce a
sense of unfairness and lead to frustration—particularly when a player feels disadvantaged
against others [62, 63]. As a result, subjective QoE ratings tend to degrade more in multi-
player contexts [64]. Siu et al. [65] observed that players perceive single-player games to
be less challenging than multi-player games, even when the tasks are objectively identical.
This perception amplifies the impact of delay in multi-player environments, where players
often expect tighter responsiveness. Among multi-player game genres, F'TGs are especially
delay-sensitive because the gameplay of such game is frame-accurate—even minimal lag
can shift the outcome of a match. Thus, netcode and delay compensation methods are
applied in such games to ensure fair play and competitive integrity of the game [66, 67, 68].

The influence of local delay on other input devices was also studied. Claypool [69] eval-
uated user performance in a selection task using a thumbstick controller under varying
levels of delay. The study concludes that completion time increased exponentially as delay
grew, but players with higher skill levels were less affected—highlighting that player ability
may contribute to delay tolerance and perceived QoE. The study of Long and Gutwin [70]
concludes that similar behaviors can be observed in the case of pointing devices such as
drawing tablets.

Table 2.1: Perceptual and tolerance thresholds of delay for each game genre reported in
the scientific literature.

Scientific Game Perceptual Tolerance
work genre threshold threshold
Beigbeder et al. [37] FPS 75ms 200 ms
Quax et al. [71] FPS 60 ms -
Xu et al. [72] FTG 67 ms -
Fritsch et al. [25] MMORPG - 1250 ms
Tan et al. [73] MOBA 50 ms 200 ms
Beznosyk et al. [57] Puzzle platform 60 ms 200 ms
Pantel et al. [22] Racing 50 ms 500 ms
Claypool [59] RTS 100 ms 500-800 ms
Hohlfeld et al. [74] Survival RPG 170 ms -
Nichols and Claypool [75] Team sports 500 ms -

Table 1 summarizes the research efforts that investigate the perceptual and tolerance
threshold of delay across various gaming genres. In the table, the perceptual threshold
refers to the just noticeable difference (JND) [76]. This threshold typically ranges between
50 ms and 75 ms for genres such as FPS, FTG, MOBA, puzzle platform, and racing games.
For RT'S games, the perceptual threshold is around 100 ms, while it may reach up to 170 ms
in survival role-playing (RPGs), and even 500 ms in team sports games. Note that the
high extent of delay was measured in an American football game, in which gameplay
was partially automated, thus requiring less reactivity from the player. The tolerance
threshold—the delay level at which gameplay remains acceptable—varies more widely,
ranging from 200 ms to 1250 ms. This latter great value was measured in a massively multi-
player online role-playing game (MMORPG). Game genres presented in Table 1 involve
player reactivity to some extent, which limits their tolerance to delay; however, genres such
as simple puzzle games or turn-based strategy games may withstand significantly higher
delays. Moreover, in online multi-player settings, games with low perceptual and tolerance
thresholds tend to be most susceptible to performance degradation due to latency.



In summary, extensive research highlights the significant impact of command execution
delay on player experience. Studies consistently show that constant delays up to approx-
imately 200 ms are generally tolerable; however, delays exceeding 200 ms tend to impair
player performance and degrade overall QoE. Additionally, even low levels of jitter are
typically noticeable and frequently lead to frustration. Within the scope of this thesis, the
work focuses exclusively on constant command execution delays.

2.2 Cognitive bias

The study of Wilke and Mata [4] identifies confirmation bias as one of the most common
forms of cognitive bias. Classic works of Wason [77, 78] and Klayman [79] define confirma-
tion bias as the tendency for individuals to actively seek information that supports their
existing beliefs, even when contradictory evidence is available. Such reasoning errors are
not necessarily the result of a lack of knowledge or intelligence, but rather come from a
complex interaction between cognitive limitations and motivational factors.

The work of Darley and Gross [80] investigates the relationship between confirmation bias
and the labeling effect. The study concludes that individuals tend to seek out evidence
before forming judgments; however, this process is often compromised when their initial
expectations are shaped by invalid or biased information. Jones and Sugden [81] conducted
an experiment and came to the conclusion that people are willing to pay for information
that confirms their prior beliefs—even when such evidence holds no objective information
value.

The labeling effect significantly alters how individuals perceive their environment. Sakai
et al. [82] conducted an experiment investigating the impact of visual cues on the sense of
smell. Test participants were asked to assess the intensity of odors while being presented
with various colors. The results reveal that odor intensity ratings were significantly higher
when the color matched the participants’ expectations (e.g., a dark brown color paired
with a Coca-Cola scent). This finding suggests that confirmation bias, based on the par-
ticipants’ preconceptions, influenced their sensory judgment. In this case, the shown color
acted as a label that reinforced the belief in stronger odor intensity—even though there
was not. Bentler et al. [83] examined the effect of labeling on human hearing. Participants
were provided with identical hearing aids labeled as “conventional” or “digital”. Despite
the device being the same, the majority favored the “digital” version, with some even re-
porting perceptible improvement. The study illustrates how the labeling effect can shape
subjective experiences. In a different context, Iglesias [84] surveyed customer perceptions
in the banking sector. The author interviewed participants before and after their work at
the bank. The study reveals that though preconceptions did not significantly impact the
overall evaluation of the service experience, they did influence the assessment of specific
quality dimensions.

The labeling effect also shapes how individuals process and interpret information. Gao
et al. [85] examined the influence of stance labels on readers’ selection of news articles.
The study indicates that humans are not neutral information processors; their pre-existing
beliefs, bias, and emotional inclinations significantly influence how they engage with and
interpret news content. Readers are more likely to select articles aligned with their view-
points, reinforcing the effect of confirmation bias in media consumption. In a related study,
De Graaf et al. [86] investigated how experts search and process information in given doc-
uments. Participants—selected professionals in their fields—were tasked with answering
a set of questions using information available in the provided texts. The study reveals
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that experts frequently rely on their prior knowledge, even when the document contains
relevant information. This reliance, in some cases, led to the disregard of available evi-
dence, resulting in incomplete or inaccurate responses. The study highlights the impact
of cognitive bias in the selective nature of information processing when expectations or
labels are presented.

The labeling effect may also significantly influence consumer behavior and product per-
ception. Chovanova et al. [87] found that brand labels can bias consumers’ decision-
making processes, regardless of age or gender, suggesting that brand identity alone can
strongly affect purchasing behavior. Similarly, Gao et al. [85] demonstrated that con-
sumers are willing to pay a premium for products, such as beef, when additional attribute
information—such as the product’s origin—is provided. This aligns with the findings of
Stylidis et al. [88], which argues that product attribute information can be a decisive fac-
tor in shaping consumers’ perceived quality of a product. However, there are limitations
to this effect. Fitzgerald et al. [89] observed that excessive labeling and conflicting at-
tribute information can overwhelm and confuse consumers, impairing decision-making and
ultimately negatively impacting businesses. In a different context, the work of Christandl
et al. [90] explores price perception bias and shows that customers overestimated price
increases following changes in Value Added Tax (VAT), even for products unaffected by
the tax change. These results reinforce the notion that consumer expectations, influenced
by labeling and prior beliefs, can distort objective judgment.

In the domain of software and video game development, several studies have examined
the impact of cognitive bias on the development process. Research findings suggest that
cognitive bias most often manifest during the testing and debugging phases of software
development [91, 92, 93] as developers are often influenced by their anticipation of how the
software is supposed to behave. The study of Calikli and Bener [94] shows that developers
may test software with incomplete specifications, yet still conclude the implementation is
correct. This phenomenon, often referred to as positive testing—where testers seek to con-
firm rather than challenge the functionality of the software—has been widely investigated
[95, 96, 97]. The work of Rainer and Beecham [98] on evidence-based software engineering
(EBSE) shows that participants frequently recommended requirement management tools
(RMT) with which they were familiar, despite objective evidence supporting the superi-
ority of alternative tools. Additionally, the work of Jorgensen [99] addresses the impact
of cognitive bias on the cost and effort estimation in software development. In this case,
the estimation is prone to error due to confirmation bias in selecting what is perceived as
relevant project cost information.

Cognitive bias also plays a significant role in the perception of video quality and VR
experiences. Kara et al. [100, 101] investigated the impact of the labeling effect on per-
ceived video quality in the context of high-definition (HD) and ultra-high-definition (UHD)
streaming. Participants were asked to compare videos labeled either accurately or mis-
leadingly. The findings indicate that perceptions of visual quality were heavily influenced
by expectations created by the labels, rather than by actual resolution differences. In a
more recent study, Kara et al. [102] examined the labeling effect in high dynamic range
(HDR) video streaming. The study concludes that labeling visual stimuli as “Premium
HDR” led to higher subjective ratings for visual aspects such as luminance, color, and
image quality. However, a notable trade-off in perceived frame rate emerged, suggesting
that participants expected some form of compromise—which is likely due to preconception
of the “cost” of HDR enhancements. The work of Geyer et al. [103] explores similar cog-
nitive bias in the perceived quality of “rugged” smartphones (i.e., highly durable devices).
In one experiment, rugged phones were directly compared to conventional smartphones;
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in others, visual content was shown on either a smartphone or a computer monitor. In
all instances, statistically significant differences were found: rugged phones were generally
perceived as less capable, presumably due to the assumption that durability comes at the
expense of performance—similar to the frame rate trade-off observed in the HDR study.
The study of Bouchard et al.[104] focuses on the impact of preconceptions on the sense
of presence. Participants were deliberately misled to believe that the virtual environment
they experienced was real, with additional cues reinforcing the illusion that the events
were occurring in real time. The results demonstrated a marked increase in the partici-
pants’ sense of presence, confirming that belief and expectation can enhance the immersive
quality of virtual experiences.

In summary, numerous studies have examined how cognitive bias influences human percep-
tion and decision-making processes. Confirmation bias commonly arises when individuals
seek out information that supports their existing beliefs and preconceptions, while disre-
garding conflicting evidence. The labeling effect can further intensify this bias by shaping
perception based on expectations created by labels. Research indicates that this phe-
nomenon occurs regularly across various areas of daily life. This is especially relevant in
consumer behavior, which is fundamentally driven by perceived quality. In the scope of
this thesis, quality is defined in terms of video game responsiveness—specifically, com-
mand execution delay. I explored how the labeling effect can influence the perception of
this performance metric. The methodology of the subjective tests—detailed in the next
chapter—builds on the experimental setup of earlier works [101, 102, 103].
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Chapter 3

Methodology

In this chapter, the selected methodology is explained in detail, covering the test envi-
ronment (i.e., the location where the subjective study was conducted), the test variables
(i.e., the characteristics that varied across different stimuli), the test conditions (i.e., the
specific combinations of these characteristics), the software (i.e., the games developed to
investigate the hypothesis), and the test protocol (i.e., the procedures for data collection
and the order in which stimuli were presented).

3.1 Test environment

The test environment for the subjective study was designed to ensure consistency, relia-
bility, and minimal external influence on perception. All experiments were conducted in
a quiet, controlled indoor setting to reduce distractions and external noise. Every partici-
pant assessed the visual stimuli through the same hardware configuration which included
a mid-range gaming laptop equipped with a 15.6-inch screen. The display resolution was
set to 1920 x 1080 pixels. The display settings, resolution, and brightness levels were
kept consistent across all test sessions. Test participants were shielded from the external
light, and ambient lighting in the room was moderated to avoid glare or strain on the
eyes. Participants were seated at a fixed distance from the screen to standardize visual
conditions. As the corresponding standard [13] recommends 3.2H (3.2 times the screen
height), the initial viewing distance was set to approximately 75cm—based on a screen
height of 23.8 cm. However, as visualization quality was not the focus of the study, test
participants could slightly adjust this distance. The games were designed and built on the
same local machine, thus, no Internet connection was required, which was important to
avoid performance fluctuations. Prior to the experiment, participants were given a short
tutorial to familiarize themselves with the games, the controls, the assessment task, and
the labels, but no information about the study’s true intent was disclosed to prevent bias.

3.2 Test variables

The subjective study was designed to accommodate three variables. The combinations of
the variables constituted the test conditions, which were applied to both input types.

The first test variable was the label assigned to each stimulus with the intention of inducing
potential cognitive bias. Based on previous scientific literature [83, 102], labels such as
“Digital” and “Premium” may have a significant impact on the users’ perception of a
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product. Following the same manner, I chose a relevant term in the context of video
gaming that may induce bias in the perceived performance of the game. The label was
either “optimized” or “not optimized”; note that no information was disclosed regarding
the target of optimization to the test participants.

The second test variable was the extent of added command execution delay, which refers
to the time elapsed between the user input (i.e., the user presses a button on the keyboard
of the laptop) and the execution of the corresponding action. As shown in Table 2.1
in Section 2.1, 50 ms was the JND for the most delay-sensitive game. In addition, the
games used in this study were designed to be fast-paced games as well. Thus, the value of
50 ms was chosen to be the lowest level of added command execution delay. On the other
hand, 200 ms is a common tolerance threshold among different game genres, including the
most reactive genres. Thus, by deviating from the tolerance threshold by the amount of
the aforementioned JND (i.e., 200 ms plus/minus 50 ms), two other extents of delay were
chosen for the study. Furthermore, the work of Ikovic et al. [54] indicates that real-world
local latency in video gaming is typically up to 250 ms. Summa summarum, the four
extents of added command execution delay were the following: 0ms (i.e., no added delay),
50 ms, 150 ms, and 250 ms.

The third test variable was the difficulty settings of the game (i.e., the speed of progression
in the game). Three different difficulties were present in the study: easy, medium, and
hard. These difficulties are elaborated in the description of the software.

3.3 Software

To investigate the research questions, I developed two custom video games—a single-
input game and a continuous-input game. Both games were developed and built using
the Unity Real-Time Development Platform [105]. The test variables (i.e., the labels, the
added delays, and the difficulty settings) were also implemented using Unity. The common
programming language in Unity is C+#, thus, I used this language in the development of
the two games.

3.3.1 Single-input game

The single-input video game used in the study was a 2D rhythm game. A screenshot of
the game is shown in Figure 3.1.

The core gameplay revolved around a single action—in which the player had to provide
the correct input within a certain window of time. Four keys—the arrow keys on the
keyboard—were assigned to different colors (i.e., blue for left arrow key, red for up, yellow
for down, and green for right). At the beginning of each stimulus, all the target arrows were
randomly generated. Note that all of the target arrows had the same color as the buttons
that the player needed to press (e.g., right arrows were always green). The game started
when the player pressed Enter, after which the target arrows traveled down vertically from
their original positions, and as the arrows approached the buttons at the bottom of the
screen, the player’s task was to press the correct buttons to gain scores. Once a correct
input was made, the arrow disappeared, preventing participants from exploiting the task
by spamming or holding down keys. There were four different interactions between the
buttons and target arrows: “Miss”, “Hit”, “Good”, and “Perfect”. If a button was pressed
while an arrow was overlapping the corresponding button, the distance from the center of
the arrow to the center of the button was calculated. In the development environment,
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Figure 3.1: Screenshot of the single-input video game used in the
subjective tests.

both the arrow and the button were 1 unit long. If the overlapping proportion was more
than 0 and less than 50% (i.e., which means the aforementioned calculated distance was
between 0.5 and 1), then the game provided visual feedback of a “Hit” interaction. Similar
calculations were applied for other interactions as well: “Good” when the overlapping
length was in the range of 50% and 80%; “Perfect” when the overlapping length was more
than 80%; and a negative percentage (i.e., the arrow does not overlap with the button)
resulted a “Miss” interaction. If any arrow key was pressed before the arrow reached
the hitbox, no action was carried out. The mechanism of the hitbox is illustrated in
Figure 3.2. As the player successfully provided the correct input, the score was updated.
The score that the player achieved was displayed in the top-right corner of the screen, and
the assigned label was present in the top-left corner.

Game difficulty was controlled by adjusting the vertical speed of the arrows. As difficulty
increased, arrows moved faster, reducing the time they remained within the target zone
(i.e., the areas of the buttons). Specifically, the arrows were within the target zone for
1500 ms for easy difficulty, 750 ms for medium, and 500 ms for hard. Note that all the
arrows were 1 unit in length and consecutive arrows were 2 units apart. This means
that in easy difficulty, two consecutive arrows were 3000 ms apart, and the corresponding
values for medium and hard difficulties were 1500 ms and 1000 ms, respectively. Each
gameplay sequence lasted a fixed 60 seconds, regardless of performance, meaning that
higher difficulties featured more arrows rather than shorter sequences. This ensured that
performance was measured through scoring rather than sequence duration. It is important
to note that a fixed 250 ms delay made the hard difficulty particularly challenging, as the
arrow remained in the target area for only 500 ms. However, since the delay was constant,
players could adapt by adjusting their timing.

3.3.2 Continuous-input game

The continuous-input video game was a 3D driving game. A screenshot of the driving
game is shown in Figure 3.3.

The gameplay required players to control a vehicle, which was steered by the left and
right arrow keys. In this setup, “continuous input” meant that holding down a key would
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Figure 3.2: Scoring mechanism of the single-input game.

continuously steer the vehicle in that direction while the car was moving forward at a
constant speed. The road was divided into three parts: left, right, and center. Two
of these parts were regularly blocked by obstacles, thus, the task of the player was to
avoid collision. All the obstacles and the 3D car model included the built-in “Collider”
component of the development environment [105], which allowed the detection of collision
between two objects in the game environment. Each game session provided the player
with a total of five “lives”—allowing player to collide with obstacles four times. After five
collisions, the game session ended immediately. Additionally, the game would also end
if the player over-steered the vehicle, causing it to rotate more than 90 degrees in either
direction, thus facing the wrong way. The obstacles were designed to spawn randomly,
and the implementation ensured that at least one of the three lines was blocked.

Difficulty levels were determined by the vehicle’s speed—higher difficulty meant faster
movement. Since the road length remained constant across difficulties, game durations
varied: 60 seconds for easy, 40 seconds for medium, and 20 seconds for hard difficulty.
These durations were only applicable if there were four or fewer collisions. Note that the
distance between subsequent obstacles was the same across difficulties, thus, the time win-
dow for collision avoidance was reduced as the difficulty increased. To be more specific,
in the case of easy difficulty, two consecutive obstacles were 4000 ms apart, and the corre-
sponding values for medium and hard were 2000 ms and 1000 ms, respectively. This time
window was longer than in the case of the single-input game, as more time was required
to execute the action (e.g., to steer from the center lane to the left lane).

3.3.3 Delay implementation

To simulate command execution delay, a custom script was included in both games. In
many other games developed in Unity, the controlled objects—relying on inputs from
peripheral devices—are commonly implemented with built-in functions directly without
delay. In order to introduce delay, the actual inputs were provided to the “Delay Input”
class with an extra parameter, “delayAmount” (i.e., a float number that represents the
desired delay time in milliseconds), which then generated the delayed input signal. In the
implementation of the two games, the input signal was retrieved from the “Delay Input”
class instead of the “Input” class.
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Figure 3.3: Screenshot of the continuous-input video game used
in the subjective tests.
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Figure 3.4: Hierarchy structure of input functions in two games.

Note that in the single-input game, it was only necessary to read the value of the input
the moment when the key was pressed down, and not the whole duration when the key
was held. However, in the continuous-input game, this duration was also taken into
consideration. Thus, different input handling methods were used for the two games.
Figure 3.4 shows that the methods used to handle the input in both games were called
from the custom library “Delay Input”. The output of the method “GetKeyDown()” was
set to be a boolean value “true” only at the moment the key was pressed (i.e., the value was
“false” not only when the key was not pressed, but even when the key was not yet released),
thus, T used this method for the single-input game. In contrast, the method “GetAxis()”
always returned “true” as long as the key was pressed. Since in the continuous-input game,
only the left and right keys were meaningful to the gameplay, the method “GetAxis()”
was used instead of “GetKey()”. For example, with a 250 ms delay, the vehicle continued
steering for 250 ms after the player released the key. Figure 3.5 illustrates this with an
input example of 500 ms. Adjusting to this delay (e.g., releasing the key earlier) added an
extra layer of difficulty compared to the single-input game.
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Figure 3.5: Input events and their executions under 250ms
of added delay in the single-input game and the
continuous-input game.

3.4 Test conditions

My approach of test condition determination involved testing every possible combination
of the test variables (i.e., two label orders, four levels of added delay, and three difficulty
settings) on the two games. Table 3.1 summarizes all 24 test conditions used in the
subjective study. As stated earlier, these were applied to both the single-input game and
the continuous-input game.
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Table 3.1: Test conditions used in the single-input game and the continuous-input game.

Game difficulty Added delay First label
Easy O ms Optimized
Easy 0 ms Not Optimized
Fasy 50 ms Optimized
Easy 50 ms Not Optimized
Fasy 150 ms Optimized
Easy 150 ms Not Optimized
Easy 250 ms Optimized
Fasy 250 ms Not Optimized

Medium 0ms Optimized
Medium 0 ms Not Optimized
Medium 50 ms Optimized
Medium 50 ms Not Optimized
Medium 150 ms Optimized
Medium 150 ms Not Optimized
Medium 250 ms Optimized
Medium 250 ms Not Optimized
Hard O ms Optimized
Hard 0ms Not Optimized
Hard 50 ms Optimized
Hard 50 ms Not Optimized
Hard 150 ms Optimized
Hard 150 ms Not Optimized
Hard 250 ms Optimized
Hard 250 ms Not Optimized

3.5 Test protocol

In each segment of the study, test participants played the exact same game sequence twice
and were asked to compare the second instance to the first one. The only difference be-
tween the two was the label: either the first was labeled “optimized” and the second “not
optimized”, or vice versa. Each label was shown on the screen before the correspond-
ing sequence and also embedded within the gameplay itself, as illustrated in Figures 3.1
and 3.3. Label order was fixed for each test participant, meaning that for a given individ-
ual, the “optimized” label was consistently applied either to the first or second sequence
throughout the entire test. For half of the test participants, the “optimized” label was
always applied to the first sequence, and for the other half, the second. The sequences
were clustered by input type, but their order was randomized within a cluster.

The task of the test participants was to directly compare the sequences, which were shown
in pairs. The comparison was carried out via a standardized rating scale. The classic
study of McKelvie [106] concludes that a rating scale should have at least five to six
categories; a smaller number of categories may result in the loss of discriminative power
and validity. In addition, the study of Myers [107] suggests that the language used in
the rating scale may also induce changes in the test participants’ responses. The work
of Moller [108] addresses the rating scale standardization methods and their limitations.
In this subjective study, double-stimulus tests were conducted (i.e., a single feedback was
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Figure 3.6: Temporal structure of the subjective tests for the
single-input game.
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Figure 3.7: Temporal structure of the subjective tests for the
continuous-input game.

provided for two stimuli), thus, the absolute category rating (ACR) scale—albeit being
the most frequently used scale for QoE studies—was not applicable, as it may only provide
indirect comparisons via means and distributions. ACR typically requires test participants
to rate a single stimulus in isolation—which is less effective when the stimuli have no real
technical differences. The degradation category rating (DCR) scale can be implemented
for the double-stimulus test; however, DCR focuses on the perceptibility of differences and
annoyance—which would limit the study to the potential negative impact of the labeling
effect. Thus, a 7-point paired comparison rating scale was used. The results provided by
such a symmetrical scale can assess both the negative and positive impact of the labeling
effect, and the three categories in each direction enables the differentiation of various
extents of perceived differences. Using an odd rating scale was essential to the study,
as such is required to express the absence of perceived differences; an even scale would
demand either a positive or negative result. On the level of standards, the conventional
5-point ACR and DCR quality assessment scales are standardized by the ITU-T P.910
recommendation [12], and the 7-point paired comparison scale is standardized by the ITU-
R BT.500 recommendation [13]. The rating options of the scale are the following: “Much
worse” (—3), “Worse” (—2), “Slightly worse” (—1), “The same” (0), “Slightly better” (41),
“Better” (+2), and “Much better” (+3).

The timing and structure of the subjective tests are illustrated in Figure 3.6 and Figure 3.7,
respectively. Each comparison included five steps. First, the label for the first game
sequence (i.e., stimulus A) was displayed for 5 seconds. This was simply a dark gray
screen with either “optimized” or “not optimized” written in bold white text at the center.
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Then, the test participant played the first sequence. As previously mentioned, the single-
input game sequences always lasted 60 seconds, while the duration of the continuous-
input sequences depended on the difficulty—either 20, 40, or 60 seconds. These durations
assumed that the test participant did not make more than four collisions in a single
sequence, as such ended the game, and thus, made the sequence proportionally shorter.
After the first sequence, the same two steps of label and game sequence were repeated
for the second sequence (i.e., stimulus B). Again, it needs to be highlighted that there
were no differences between these sequences, only the label differed. Finally, the test
participant was asked to compare the second sequence to the first one (i.e., choose one
of the seven rating options), for which a time window of 30 seconds was provided. If a
test participant completed every sequence without any continuous-input sequence ending
prematurely, the entire test lasted around 1 hour and 52 minutes. Because of this long
duration, test participants were given the option to take a short break during the session.
Before the test began, they were also given time to get used to the games at different
difficulty levels.
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Chapter 4

Results

A total of 60 people took part in the study. For half of them, the “optimized” version was
shown first, while for the other half, it was the “not optimized” one. Of the participants,
39 were male and 21 were female, with ages ranging from 20 to 28 and an average of
23. This age group is a relevant demographic for video game testing. According to The
Entertainment Software Association [109], over 190 million people in the U.S. aged from
5 to 90 play video games, of which 75% are Gen Z (i.e., people in the age from 13 to
28). Similarly, in five major European markets [110], about 124 million people play video
games, and 78% of them are between 15 and 24 years old. Thus, choosing participants
within the age from 20 to 28 ensures that the results reflect the target audience. It is
important to note that while gender and age were recorded, they were not analyzed as
part of this study. The ratings and demographic data were collected separately.

A total of 1440 comparison scores were collected. This is based on the full set of combina-
tions, resulting from four added delay values, three difficulty levels, and two game types,
each assessed by 60 test participants. Each participant completed 24 comparisons. The
collected data were analyzed separately according to each test variable—delay, difficulty,
and game type—as well as the label order. For the purpose of the analysis, the rating
options from the comparison scale were treated as their corresponding numerical values.
These numerical descriptors were also visible to participants during the test. Further-
more, for cases in which the “not optimized” stimulus was presented first, the numerical
scores were inverted. As a result, all comparisons are interpreted from the perspective of
the “optimized” stimulus—meaning each rating reflects how the “optimized” version was
perceived relative to the “not optimized” one.

4.1 Overall results

Figure 4.1 presents the theoretical distribution of comparison ratings. Since there were no
actual performance differences between the paired stimuli, the expected outcome would
be that all ratings indicate “The same” (0), with no deviations toward either positive or
negative values.

Figure 4.2 illustrates the actual distribution of the obtained subjective ratings, based on
all the 1440 collected scores. It is important to note that fewer than 30% of the responses
indicate that the paired stimuli were perceived as “the same”. In other words, more
than 70% of the ratings show a perceived difference in the command execution delay.
Among the ratings, 57.36% were positive—suggesting that the “optimized” stimulus was
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Figure 4.2: Overall rating distribution of the subjective study.
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perceived to perform better than the “not optimized” stimulus; however, 13.61% of the
ratings were negative. The most frequently selected option was “Slightly better” (41),
while the least selected rating option was “Much worse” (—3), with only three instances
recorded. Moreover, the “Better” (42) rating was selected more often than the “Slightly
worse” (—1) rating, showing a more favorable subjective evaluation of the “optimized”
stimuli. It may be expected that when such a rating scale is applied, the two slight
options are the most frequently selected among the rating scores. However, distribution
similar to this one can also occur when a strong preference is exhibited [101, 102, 103]. The
overall results reflect a positive assessment of the “optimized” stimulus compared to the
“not optimized” one—despite the fact that the pair of stimuli were objectively identical. In
comparison with the theoretical distribution, in which all ratings would be zero, Student’s
t-test provides p < 0.01, meaning that the labeling effect in the experiment resulted in
statistically significant differences.

Regarding the findings from similar experiments in the scientific literature, specifically
those comparing identical stimuli and evaluated by a 7-point comparison scale, a compar-
ison of differentiating scores can be made. In this research, 70.97% of the ratings were
differentiating, non-zero scores. In the study on HDR [102], the corresponding proportion
was 77.75% for quality-related evaluations and 77.43% for stalling duration. In the context
of UHD content [101], this value was 72.4%. In the study on rugged smartphones [103], the
proportion of differentiating ratings was 56.06% when multiple devices were used, 66.91%
with a single device, and 38.83% when the content was presented on a computer. These
comparisons suggest that the labeling effect observed in the present study is among the
greater instances of cognitive bias reported in the scientific literature.

The mean ratings of the test participants are illustrated in Figure 4.3. Each data point
represents the mean rating of a test participant. The graph reveals that 56 out of 60
test participants had positive rating means, and 10 of them had means of 1 or higher.
However, there were 2 participants who had positive mean ratings less than 0.2, and there
were another 2 participants who had negative mean ratings. The average mean rating was
0.73.

The number of “The same” ratings are illustrated in Figure 4.4. Each data point represents
the number of comparisons in which the test participant did not perceive any difference
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Figure 4.4: Number of “The same” (0) ratings provided by the
test participants.

between the pair. One of the test participants throughout the experiment found only 1
out of 24 pairs to be “The same” (0); however, another test participant reported that there
were 14 pairs that did not differ from each other. The average number of “The same” (0)
ratings was 6.97.

4.2 Impact of label order

Figure 4.5 presents the rating distribution for the cases in which the first label was “not
optimized” and the second was “optimized” (i.e., the “optimized” stimulus was compared
to the “not optimized” stimulus). Figure 4.6, on the other hand, illustrates the distribution
for the reverse case. In this analysis, the results of the latter configuration are inverted
so that both distributions consistently reflect the perceived command execution delay of
the “optimized” stimulus relative to the “not optimized” one. The mean ratings for these
two groups were 0.77 and 0.69, respectively. For both order of labels, the order of rating
frequency is the same as in the case of the overall results; however, notable differences can
be observed. Specifically, when “optimized” was presented as the first label, the frequencies
of the “The same” (0) and “Slightly better” (41) ratings were reduced, meanwhile the
frequencies of the other rating options increased. In addition, the proportions of “Slightly
worse” (—1) and “Much better” (+3) ratings increased by approximately 5%. Despite these
visible shifts in distribution, the difference between the two conditions is not statistically
significant, as indicated by p = 0.1.

4.3 Impact of input types

The rating distributions for the single-input and continuous-input games are illustrated
in Figures 4.7 and 4.8, respectively. The corresponding mean values were 0.72 for the
single-input game and 0.74 for the continuous-input game. The most notable difference
between the two distributions is the slightly higher frequency of “Slightly better” (+1)
ratings and the lower frequency of “The same” (0) ratings in the continuous-input game—
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Figure 4.9: Rating distribution of games at easy difficulty.

each differing by approximately 3% when compared to the single-input game. Nonetheless,
these differences are not statistically significant, as highlighted by p = 0.41.

4.4 Impact of game difficulty

The rating distributions for the easy, medium, and hard difficulty levels are presented in
Figures 4.9, 4.10, and 4.11, respectively. The corresponding mean values were 0.79 for
easy, 0.75 for medium, and 0.66 for hard difficulty. Although there was an approximate
10% difference in the frequency of “Slightly better” (+1) ratings between easy and medium
difficulties, the mean values are relatively close, with p = 0.26 indicating no statistically
significant difference. Similarly, the difference between medium and hard difficulties is
not statistically significant, with p = 0.15; however, the comparison between easy and
hard difficulties yields a statistically significant difference, with p = 0.04. Note that
although the total proportion of differentiating (i.e., non-zero) ratings changed by only
2.5%, the distribution of those ratings varied considerably. Previous research on the
influence of difficulty on player experience [30, 39] suggests that video games are most
enjoyable when difficulty levels are kept within certain optimal thresholds. Deviating from
these thresholds—either by increasing or decreasing difficulty too much—can negatively
impact the player experience. Other studies emphasize the cognitive demands imposed by
increased game difficulty [111, 112, 113], including those focusing on educational games
[114]. For instance, Large et al. [112] investigated players of a MOBA game using cognitive
tasks, and identified correlations between various cognitive traits (e.g., processing speed)
and in-game performance (i.e., player rankings). Building on such findings, future research
should explore the relationship between individual cognitive abilities—and the cognitive
load induced by varying game difficulties—and rating behavior within the context of the
labeling effect.
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Figure 4.13: Rating distribution at 50 ms added command execu-
tion delay.

30




N
o

35.28

25.83
22.22
9.72
5.56
0 —_— —
-2 -1 0 1

-3 2 3

Distribution [%]
- = N N w w
o oo o o o O

o1

Rating option

Figure 4.14: Rating distribution at 150 ms added command exe-
cution delay.
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31




4.5 Impact of added command execution delay

The rating distributions at Oms, 50ms, 150 ms, and 250 ms added command execution
delay are shown in Figures 4.12, 4.13, 4.14, and 4.15, respectively. The means for these
delay values were 0.37, 0.41, 0.91, and 1.23, respectively. When comparing added delays
of 0ms and 50 ms, the result is not statistically significant, as p = 0.33. However, all other
comparisons yield p < 0.01, indicating statistically significant differences. The distribution
of the ratings reveals a trend: as the amount of added delay increases, the proportion of
differentiating, non-zero ratings also rises. Specifically, the percentages of non-zero ratings
were 55.83% for 0 ms, 69.44% for 50ms, 77.78% for 150 ms, and 80.83% for 250 ms. This
consistent increase results in a strong positive correlation of 0.92 between the amount
of added command execution delay and the frequency of non-zero ratings. Note that at
the highest delay, “Much better” (+3) ratings reached 16.11%, nearly equal to the “The
same” (0) ratings at 19.17%. It is likely that the term “optimized” was directly associated
with the amount of delay. Consequently, as delay became more noticeable, it may have
reinforced a confirmation bias—Ileading participants to perceive the “optimized” gameplay
as superior. However, even when no delay was presented, more than half of the ratings
indicated perceivable differences.

4.6 Discussion

In live service game environments, developers typically strive to meet player expecta-
tions by balancing gameplay, addressing bugs and issues, and introducing new contents.
These additions are commonly delivered under labels such as “patch”, “update”, or “down-
loadable content”—the latter is more relevant when the additions and changes are more
substantial. Zhong and Xu [115] found that frequent updates help maintain player engage-
ment and satisfaction—a conclusion also supported by Liu and Samiee [116]. Furthermore,
research by Claypool et al. [117] highlights that new patches can influence player behavior
and even inspire entirely new playstyles [118]. However, Del Gallo [119] argues that in the
case of the MOBA game League of Legends, developers may use patches strategically to di-
vert attention from persistent, unresolved issues within the game. Patches do not always
introduce new content; they may instead focus on technological enhancements or secu-
rity improvements. Arora et al. [120] examined the effects of software security patches,
while Lin et al. [121] proposed a model for the automatic generation of such patches.
Security-related updates are frequently implemented to prevent cheating and other forms
of exploitation within games [122]. Thus, these patches are often positively received by
players, as suggested by Jussila et al. [123] and Truelove et al. [124]. The study of Mertens
[125] concludes that games with long lists of bugs and errors can be considered “broken”;
however, such a negative reputation may vanish as the developer releases new patches,
updates, and downloadable contents. The author also argued that these “broken” games
usually receive backlash at launch and player count eventually drops. Yet after receiv-
ing updates—the public notes of which usually describe the updated version of the game
to have better performance and/or improved gameplay—players may be attracted to the
game again. In games where low network latency is essential to gameplay (e.g., FTGs),
the improvement of the utilized netcode is crucial [24, 66, 67, 68]. At the time of writing
this thesis, rollback netcode is widely used. Its main idea is to compensate delay by pre-
dicting player input. Of course, if there is an actual difference between the predicted and
the real player input, then the game session is reverted to an earlier state, and the correct
input is carried out. The relevance of such research is that for certain video games, even a
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few frames worth of delay may have a significant impact on QoE and player performance.
Therefore, any change to netcode communicated in patches or updates may have a note-
worthy prior, preliminary influence on players that understand such mechanisms—and
thus, may have preconceptions about the updated gameplay performance.

The result of the experiment presented in this thesis highlights the influence of the la-
beling effect within the context of gaming. The methodology did not introduce objective
differences within the pairs of the pair comparison tests (i.e., the two game sequences were
always identical), only between pairs, in accordance with the test conditions. According
to my best knowledge, no such study has been carried out so far that addresses any aspect
of gaming QoE where a video game patch or update is communicated to have improved
performance yet there is zero difference. The findings of such a subjective evaluation are
potentially significant for current practices in video game development and maintenance.
One may hypothesize that for a portion of the test participants, the mismatch between
expectations and the lack of real improvement may negatively affect certain aspects of
QoE as shown in earlier research [126]; however, the labeling effect may instead yield an
overall enhancement in perceived quality for other participants.
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Chapter 5

Conclusions

In order to conclude the work performed within the scope of this thesis, first I shall address
the completion of the thesis tasks, followed by a summary of the obtained results, and
then finally I shall detail the potential future continuations of the research effort.

5.1 Completion of the thesis tasks

I hereby confirm that each and every thesis task was completed successfully. Their com-
pletion is summarized as follows:

1. “Review the related scientific literature and the relevant international standards.”

At the beginning of the thesis work, I conducted an extensive review of the related
scientific literature and relevant international standards. This review focused on
prior studies exploring user experience in video games, the impact of system per-
formance on perceived quality, and the influence of cognitive bias—particularly the
labeling effect. The investigation of international standards provided the knowl-
edge to design practical, technically sound, and reproducible experimental setups
for subjective QoE evaluation.

2. “Design the methodology for a subjective study that addresses the aforementioned
form of cognitive bias.”

Based on the knowledge and expertise acquired during my studies at the uni-
versity as well as during the preparation for this research, I designed a detailed
methodology for a subjective study. The goal was to evaluate how descriptive
labels—“optimized” and “not optimized”—influence the perception of video game
performance, even when no objective differences exist. The methodology included
two self-developed video games to simulate the test conditions that varied in terms
of label order, input type, difficulty level, and command execution delay. Four
extents of added delay were presented: Oms, 50ms, 150 ms, 250 ms; these values
were chosen based on the measured values of delay in real-world gaming scenarios,
as well as JND and thresholds of delay from prior research efforts published in the
scientific literature. The three difficulties were: easy, medium, and hard; as the
difficulty increased, the game became faster—which required faster reaction from the
players, and increased the relevance of added delay. A user interface was designed
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to present the label of the test sequence, which was also clearly communicated in a
brief segment prior to each sequence. The first label in each comparison was either
“optimized” or “not optimized”, consistently for each participant throughout the
study.

3. “Implement the experimental setup and carry out the subjective tests.”

The experimental setup was successfully implemented, including all necessary com-
ponents for conducting the subjective tests. The results were collected digitally via
a standardized 7-point rating scale—which was used in subjective studies sharing
similar methodological characteristics [101, 102, 103]. The subjective tests followed
the best practices of the scientific community, following the detailed experimental
setup. A total of 60 test participant successfully completed the subjective study, and
provided valid results.

4. “Analyze the collected data and assess the correlation between the test variables
and the obtained subjective scores.”

The data collected from the subjective tests was thoroughly analyzed to identify
patterns and correlations between the test variables and the participants’ subjective
ratings. Analytical and statistical methods, including Student’s t-test, were applied
to determine the significance of the impact of label order, input type, game difficulty,
added command execution delay, and the labeling effect in general. The obtained
results are summarized below.

5.2 Summary of the obtained results

The results of the subjective study demonstrated the statistically significant influence
of the labeling effect on the perception of command execution delay in video games.
In general, the null hypothesis can be rejected confidently as the measured differences
were not due to random error. Although the compared game sequences were objectively
identical, over 70% of the participants’ ratings indicated perceived differences, revealing
a clear impact of the “optimized” versus “not optimized” labels. Specifically, 57.36% of
the ratings favored sequences with the “optimized” label, while only 13.61% perceived
better responsiveness for sequences with the “not optimized” label. The influence of the
labels remained consistent across different label orders and input types (single-input and
continuous-input games), with no statistically significant differences found between them.
However, statistically significant differences were observed between the easy and hard
difficulty levels, as well as across varying extents of added command execution delay. A
strong positive correlation was identified between the extent of the added delay and the
impact of the labeling effect, suggesting that greater delay values may strengthen the effect
of cognitive bias.

5.3 Future work

In this thesis, I investigated the impact of the labeling effect on the perception of command
execution delay, the added values of which ranged from Oms up to 250 ms. However,
the chosen range of added delay in this study was limited based on the tolerance levels

35



measured from prior research efforts. Thus, greater extents of added delay may result
different rating behavior.

One notable limitation of my study is the absence of objective user performance mea-
surement (e.g., the score that players obtained when they finish each stimulus). Future
research should also take into account objective performance in order to enable a better
understanding of the potentially associated factors. Additionally, such gameplay-related
characteristics could offer a deeper insight into user behavior. For instance, at higher
difficulty levels, sequence abandonment may occur—where the player either intentionally
provides incorrect inputs to end the session early or simply stop providing input. Detect-
ing such instance could support data curation and enable more accurate data analysis.
Another potential phenomenon is that players may project their own operational errors
onto the stimulus—such as pressing the wrong key or reacting too late. This form of pro-
jection could substantially influence subjective assessment. Note that experiments that
last for extended periods of time may result fatigue, which is particularly applicable to
studies that rely on the reaction time of the individual. Fatigue may result more in-
stances of operational error, making the aforementioned phenomenon even more relevant.
Regarding command execution delay, while the work completely neglected the variation
of delay, future research could benefit from examining the perception of jitter in similar
experimental contexts.

Beyond command execution delay, other game-related characteristics—such as frame
rate—should also be examined, as they may significantly impact user experience. Fu-
ture research should further explore potential correlations involving viewing conditions,
display properties, levels of immersion, and perceptual fatigue—all of which may affect
the influence of the labeling effect, as well as the overall QoE. For example, different
combinations of display size, display resolution, and viewing distance may influence the
extent to which the labeling effect impacts perceived visual quality. While the effect
of viewing distance on perceived quality has been thoroughly investigated in prior work
[127, 128, 129], its relationship to the labeling effect and other forms of cognitive bias
remains largely unexplored. Physiological measurements could offer deeper insights into
the impact of cognitive bias. Such measurements are also commonly used to assess im-
mersion [130, 131, 132], particularly in relation to emerging immersive technologies like
VR [133, 134, 135]. Future research should explore the correlation between the level of
immersion and susceptibility to cognitive bias. Finally, it would be particularly relevant
for the gaming industry to investigate the impact of performance patches or updates that
introduce no objective change, in order to quantify their potential positive or negative
influence on gaming QokE.
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