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Introduction
Distributed systems and scaling

In most systems there are many tasks that can be processed independently

Therefore the system load can be handled by multiple functional units

If the system load varies through time, the amount of required resources is not constant
The total system resource amount can be changed via scaling; horizontal or vertical

In this paper we consider only horizontal scaling
In this paper the modelled system will be a telecommunication network element
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Load distribution Iin telecommunication network elements
Network functions in Cloud environment

* Traditional solution iIs static

load distribution i.e. the
method does not change
with the changes of the
load

 In virtualized network
functions [3] the possibility
of dynamic scaling [1], [2]
appears

« Our modelling target is the
signaling part of the core
network
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Problem with load distribution and load balancing
Challenges of current solutions

The goal of current solutions is to

Mobile Operator, average load of all the functional units, total call and SMS

distribute requests evenly number, one-day measurement
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New load distribution algorithm
Requirements for the new logic

Be able to handle groups of functional units (sets) to achieve a bigger scaling step

Set load thresholds to limit the maximal load of active sets

Instead of even distribution allow one set (lower order) to be less loaded
and assign the design load to the other active (higher order) sets

The changes of the system load will appear on the lower order set,
allowing better scalability

Randomize call distribution between the functional units
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New load distribution algorithm
Solution proposal

+ Assign priority numbers to the sets D D DD D D D J DD D D D D

* Represent sets (and units) with / £

corresponding intervals on the real line

: . The j-th request gets
« Assign interval lengths: a random number

from [0,lmax]: I;

Lry, = Pry, X Fry, N
where P is the priority number, F is the

If r; is in this interval ...

free capacity of the functional unit AN

* For every call generate a random number
with uniform distribution on the union of
the intervals [0, I, 4]

(pn=m, where

» Assign the request to the unit that ... then the j-th request is forwarded 0<msM)

towards that FU, which belongs to
this subinterval.

corresponds to the interval “hit” by the
random number
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Comparing models for existing and the new method
Efficiency of load distribution

The existing solution is modelled with Round-Robin

The new solution is described in [5], called the Horizontal Scaling Algorithm (HSA)
Simulation is required for both, algorithm logic and call traffic both have to be simulated
Call arrival model is an inhomogeneous Poisson process

Call length models are more challenging [4], for simple simulations
exponential and log-normal distributions can be used

Rate-function of the Poisson process can be created based on traffic measurements

Rate function is piecewise constant (measurement granularity), definition can be
Improved by spline interpolation

Goal is to keep as many sets in gracefully shut down (GRSD) state as possible
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Simulation
Program for comparing models

« Simulation was written in c++ with object models for calls, units, sets etc.

 Call length distribution was log-normal with 90 seconds expected value
and 50 seconds standard deviation

« Both algorithms (RR and HSA) used the same simulated call set

* First simulations were to determine the different behaviour of the models in
prepared use-cases (when scaling was required)

» Later simulations aimed at simulating real traffic profiles

« One day simulation with measured (re-scaled) traffic profile
and system capacity based on real network design were created
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Conclusions
Results so far and further possibilities

« Load distribution algorithm was patented [5]
« Simulations show that efficiency can be improved by scaling

« HSA supports graceful shutdown of units / sets effectively

« Decreased capacity — during periods of low load — does not create
service degradation at load increase

« Multiple — allowing / strict — thresholds and sliding window averages could
Improve the algorithm

» Analysis of the effect of parameter values on efficiency and quality could be performed

« The overload handling of HSA could have a modified logic to improve
the overload handling

« Call length modelling could be enhanced to reflect real traffic profiles better
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